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Guest Editor

Dear Readers

Phenomenal development of new techniques, innovations, systems and knowledge in the field of
computer science and information technology, during last one decade, has taken the world by
surprise. By virtue of their significant contribution in the fast growth of technology, the
computing system and information technology have now occupied the driver’s seat, to take the
world economy to a new level. Computer and Information Technology have entered all the
disciplines of studies. They have truly become growth engines for today’s world progress.
Computing system has become an essential and vital element in most of the projects which are
opening new avenues for progress.

Dr. C.V. Raman University from its inception has focused on research and innovation.
Considering the strong potential of innovation and research in Computer Science and
Information Technology, the University has paid great attention, to develop advanced research
facilities in its labs and build an environment, to encourage research in the Computer Science
and Information Technology departments. In an effort to promote research and motivate students
and faculty, the University also organizes large number of events related to research and
innovation. This year in the beginning itself a national conference was organized on “Advances
in Computer Science and Information Technology — NCACSIT-2019,” by the dept of CS &
IT which has set the agenda on research for rest of the year. More than 150 papers were received
for the conference from nooks and corners of the country. It was great pleasure to note that all
the experts who were invited in the 2 days conference commended the excellent content and high
quality of papers and presentations made during the conference. The conference provided a
vibrant platform for sharing of knowledge, research findings and experience, among delegate
researchers, faculty, students and experts. A jury of experts selected only 30 papers, to publish in
special issue of UGC approved journal ANUSANDHAN as proceedings of the conference, due
to journal’s limited capacity which it offered for the special issue. In this special issue all those
30 selected papers have been published. I am sure readers will find them quite useful and thought
provoking.

I congratulate all the authors and members of the organizing team of NCACSIT-2019, for the
great efforts put in and honour earned of getting the proceedings published in a renound UGC
approved journal.

Dr. R.P. Dubey
Vice Chancellor,
Dr. C.V. Raman University, Bilaspur (C.G.)
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A Prediction Model for Improving Accuracy of Students Performance Using
Big lo'T Data Analytics

o T 2
Abdul Alim , Diwakar Shukla
"Rescureh Scholar Deprob C5A0 D tHansmgh Gowr Vishwavidvalaya, Sagar (M 1) Inclia
“Proll & Hola. C5A. Do Hansmgh Gour Vishwividyalaya, Sagar (MLP.) India.

ABSTRACT

Taday the big date analytios are playige o very anportenit role in various field lile bustness, orgenizations, health
care, wealher forecast because the hige amonnt of big datasels liave been produced since the past sonie vears vie
edicational apps, argamization s websites, aied secial media. There are g ot of educational big dataset are
availahle which have gencrated thrangl the online conrses. institation's report like student geadepic result, student
placement activily performeance records. Hhese (vpes of datasets heve stored in form of nnstructired date. This hig
loT data analytics has the capabiliny 1o process nnsteietired data and predict the valuable information insight o
large datasels and this information ywe can s for the pext commy student in the campus for improving their
performence. In this paper, e fave given a prediction el ta inprove the acenracy of student’s perforaance
such as job placement by tsiie b fol dato onalyies. The Jnternet of Things ol devices has enabled 1o connect
all digital devices (o each other aud share the aormanan among them, The proposed prediction model can be
impraved existing learning process and soll fad out wiieh students are uol perforning well then further the

menagement can provide exira faciliy o thor ivpe of poor stidents,

Keywaords: Big Educational Data. Big loT Daty Anabviics. Clustering. Sampling Technique,

I INTRODUCTION

Due 1o mapid growth of lechnologics in ceucinion
seclors for learning online by using various tools and
framework.  Almost  cvery  institutions
organizalions  are moving  towirds  online
administration process such as adinission process.
onling result display, placement activitics ete. m (he
online process the edncational data has been stored in
digital form within databases. Once (he student lias
compleled their course then his academic dati has
stored only for records bul here we can previous
sludents’ performance data for improvement of Miture
student’s performance. The Internel of Things 15 1he
inlerlinking of heterogencous devices with cach othe
together via intemet, By the using loT technologics
we con improve the exisling learning syslems and 10
make smarl education svstem. The smarl education
svsteny, the student contimuously monnored by using
the sensors devices which will measure the student’s
activity in daily life and to be stored information an
the servers, If the student is not able to come and
atlend the lecture in classroom then he cim join [rom
his home also because LoT technologics hove alulin
to connect each and every device with each other and
share the information 1o all over e doviees |1
Alter the came information :and  commuiniciion

| Fatd

lechnologics especially the internet becoming over
mare ubiguitous within the edncation system and ils
play key role in Improving cducalion quality, At
present theve are different seven Lypes ol 1cchmologics
which arc bring numerous innovation and benefits in
the education scclors like consumer technology,
visualization  lechnology.  learning  technology,
enabling technology. social media leclinology, digital
stralegies. and internet technologies. In which lo'T
lcchnology (o supports education in various ways,
The following figurel has explored how  loT
technologies (ranslorms knowledge delivering and
oblaining  creating o intelligent  experimental
teaching and learning environment. The loT can help
solve diverse challenges across an educational
secters, 1 is used lo reduce cost and resource nsages.
These technologics allow enabling (o remote access
1o equipment. virtual meetings and learning scssions,
use clond compuiing and big data analytics lor shared
services aud solutions. Furthermore improve design
ol organizations and universities buildings. designing
LCT- imtense smart building which has smarl doors.
locks. mdio frequency-ldentification. Cameras and
contected devices with the help of smart devices
montoring and surveillance of entire buildings for
secure and safe leamning environment |2
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Fig.1 The smart Io'T educational environment

ITINTERNET OF THINGS IN
EDUCATION SECTORS

The Tndian education syslent s mostly  moving
around the reading books. atiending cliss. exam and
grades. where the creating learning hes far away.
Even (eachers also teaches within the s labus and
the students focused on that only part butl loday an
existing technology development in education that is
known as cloud computing. The sudents and
administration have opportunitics to quickly access
different tyvpes of application platform and resources
by the web pages on their need without leaving the
classroom they cun fake notes. textbooks could be
scanned to be received instant additional resources.

Tz Das

[y

The [oT and cloud compnting technologics enable
users lo access and control data on internet. Teachers
can identily problem area in which students tend 1o
make mistakes by analyzing student records which
are sloring every day and will aliow ieachers 1o
improve leaching material and metheds |3]. Big data
analvtics is rapidly emerging as a key ToT initiative (o
continuously improve the education sysiem. The T
data analytics will perform hghining-fast analyvlics
with large querics 1o allow collezes and universities
to gain rapid insights and make quick decision in the
cnse of subject or stream sclection. The lollowing
figure 2 shows the relationship between o and big

data anmalylics.

| . —
~ v .

N |
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S | L
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Fig. 2 The Relationship Between IoT and Big Data Analytics

The ToT technology can be divided o three party
and Lo enabie the management of 1o dit The st
part managing o7 data sources which are connected
through sensor devices such ns COTN cimeras I
using web applications. The sccond pare the daia
senerated Irom dilferent sensos doy tees are cadled big
data because which are based on FVe NVolyme
(collection ol heterogencous dati sets) varely tdala

761

in various formal struchre. unstructured o seni-
structured)  and  velocity e speed ol data
gencration). These lirge mmounts of data are stored in
big data Miles m sharcd tpes of databases For
processing these huge mnonnt of dat we need @
powerlul analvtics toals such as Hidoop MapReduee,
spark etc. which s the Tnst pan The lewes s Lhe
complete architecture of Internet ol Thines (1o’
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[acility for the student to become aclive participants
accessing fo their courses, laboratories and exercises
al any time from many places. The following tablel
has explained the major concept of IoT in education

[51.

In the figured IoT device layer, connecied lo all
object to each other's via network devices and store
the all datascts on cloud through the ToT gateway.
The multiple querics will process (hrough the big
data analytics layer which will provide informaltion to
the users [4]. The IoT inclusions in cducation provide

Table 1

The collaboration Learning Benefits
A socizl support system [or learners.
Diversity understanding among students and staff.
A positive atmosphere for modeling and practicing cooperation,
Learning communitics.
Incredsed students’ sell~esteem.
Reduced anxicty.
Positive allitudes towards teachers,
Critical thinking skill.
Active participalion in the learning pracess.
Improved classroom results.
Appropriale problem-solving techniques.
Personalization of leaming leclures,
Increase students” motivation.

Social Benefits

Psychological Benelits

Academic Benefils

B Gl I E A T O A Tl I G T S I T Bl T T

Assessiment
Advantages

Ulilization of variely of assessment like observation of the pgroup. sell-
assessment of the group and individual assessment of the members in a group,

Technologics have playved a significant role in the
ficld of education for connecting and the stndents, 1t
will also improve the education infrastructure and

1762

administration  management  with  the  loT
applications, The following figure has shown the [oT
based smart environnient.
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= Eleetric lighting and maintenance etc.

Fig.4 The architecture of Smart Campus based on IoT

There are alse some key points like automatic
attendance tracking system, wireless door lock and
real-time feedback on lecture quality [6]. After the
migration of IoT in education sector then IoT brings
tremendous challenges and opportunities also. Some
of the IoT challenges in education when ToT will
implement, the challenges includes: cloud computing,
instrictional  technologics, sccurity and  privacy.
rescarch computing, quality and ethics and linance

[7].

ITT ADVANTAGES AND FUTURE
SCOPE OF INTERNET OF THINGS

The ToT technology will open door for new and
innovative smart education  system. School and
colleges can improve their campuses and enhance
access o information. It creates smart lesion plan for
all student where they can access anytime and
anywhere, It is also oplimizes cost of lighting on the
room occupancy. cost of heating. ventilation and air
condition sysiem and automatically opening and
closing the windows. Furthcrmore the IoT based
technology will helps to enhance and improve the
performance of each student. In which the student has
facility to customize their courses according 1o needs
because some students does not want to all things,
Thus they can customize and adopt the education for
the improvement in accountability and performance.
One of the most imporiant advantages of loT based
cducation system is to enhance collaboration among
educators and leamers (8],

IV PROPOSED PREDICTION MODEL

Data mining is a process to discover and exirac
novel and useful patterns from the huge amount of
datasets through the mining algorithms. The data
mining algorithms are enable to cxiract the hidden
pattern from large datasets, throngh the classification
process we can predict the class of object whose class
label is unknown. The association analysis is able to
frequent items occur together in a given datasets.
Data mining enables in various sectors like in
industry, healthcare, cily governance, education etc.
the following figure 5 shows the overview of data
mining process [9].

Hé- it pminig === Presealation <}

fp——= s preparation

Fig. 5 the Overview of Data Mining Process

The k-nearest ncighbor algorithm has been requently
used in patlern recognition because of it enables
composed image [features in three types: color
[eature. shape feature. and texture feature. The single
(ypes of feature cannot explain the feature of any
object with complex background [10]. The
application of Internet of Things in education. we can
get lois ol monitor image data from the student which
they have done in their daily acadenmic activity,
Through the image data we can identify the
sulisfactory of student in classroom and also in other
academic activity like stress. This image data
analysis will help to improve studeni performance,

1763
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Fig. 6 Graphical Representation of Proposed Model

The proposed model will provide scale teachers and
best quality of instruction, converl ad-hoc decision
making into data-driven decision. Smart classroom
with scale content recordable and replication
instruction at any time [rom anywhere. The student
can access Lo crowd-sourced content and they can
also customize curriculum. This model  has five
layers, the data input fayers will collect studeni
aclivities and (eachers also from various [oT devices
like sensor, cameras. RFID and so on. Afier the
collection of datasets the devices will send to the
cloud via network layer for storage (hese datasets.
The IoT dala analylics layer will process those
datasets and the resull sends to the monitoring laver.
The institution management will monitor from
anywhere at any time. Furthermore the management
can decide which type of iacility is needed fo
improve the student’s performance,

V CONCLUSION

This paper demonsirales the potential value of
Internet of Things inn education sectors for improving
the student’s performance through the monitoring
daily activities. The [oT can change education
policies and give potential impact on making sccure
campus with loT devices. In this paper. we have
discussed aboul the polential value of IoT in
cducation and have given a prediction model for
improved the student’s academic performance. This
paper also has explained the advantages and
challenges of Internet of Things in cducation and
realizes the benelits from the connecled people or
collaborution leaming.

1764
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Text Preprocessing and Classification Using Machine Learning Technique

Amit Kumar Dewang;llll, S. M. Ghosh?, A. K.Shrivas®
"230r, . V. Raman University. Bilaspur (C. G.) India.

ABSTRACT

Sentimental analysis is the method of finding sentiment such as positive or pegative from a lext data. In this paper we
have wsed some feabure selection (echnignes such as Mulual information, Information gain and TI-IDI to select
Sfeatures from high dimensionaline data sel. These methods are evaluated over dataset consists aof 2000 user-created
movie reviews archived on the IMDO (hiternet Movie Database) web portal and is known as “Sentiment Polarity

Datasel version 2.07 . The reviews are equally partitioned into a positive sel and a negative set (1000+1000).

The

machine learning play very hnporiant rele for preprocessing and classification of data. The classification is
performed wsing support vector machine(SEAL, Random Forest, Random Tree, Naive Bayes, Baves Net and J48. We
hevve wsed ensemble model (o achieve high acenracy provided by IWEKA (ool

Keypwords: Classification. Feature Selection. Cornell Movie Dataset.

IINTRODUCTION

I this modern scenario data is part of human life. It is
a necessary  element of human  daily  life. Our
enviropment  is  bounded from the data and
information, Data is any {ypec like structured.
semi-structure or unstructured. Structured data like
numerical values of attribules and unstructured data is
like andio. video. image, text. lext with numbers etc.
Due to these reasons internet is one ol the essential
part of human life. The information in it covers a wide
range of areas such as academic information. feedback
or opinion about products. comments about social
issues ctc. It helps people to think and make decision
in many things. Majority of people ahvayvs lisien 1o
others opinion  before  taking o [inal  deeision.
Sentimental analysis is one ol the rescarch arcas |11

The analysis of sentiments may be document bascd
where the sentiment in the cntirc document is
summarized as positive or negative. [t can be senience
based where ench and every semtence, having
sentiments, in the text is classificd. Sentiment analysis
can be phrase based where the plirises ina senlence
are classified according to the polarity based on some
patterns of their occurrence. Senliments are classilied
as posilive (denotes a state of happiness. bliss or
satisfaction on part of the writer) or negative (denotes
a state of sorrow. dejection or disappointment on part
of the writer)|7|.

II RELATED WORK

The papers are basically lfocused on encapsulating the
movie reviews at characterisuc level so (hat user can
find casily that which characier of the movie they
liked or disliked. In this paper, the author has two
different methods are implemented for [nding
subjectivity ol sentences and then rule based system is
nsed to find featurc-opinion pair and finally the
orientation of extracted opinion is  reveiled using
two dilferent methods. Initially the proposed syslem

uses SentiWordMel approach to find oul onentation of

extriacted opimion and then il uses the method which is
based on lexicon consisling Hsi ol posilive dnd
negative words | 1].
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It illustrates that comparison of the efficiency of the
diffcrent classificrs focusing on numeric and text data.
Datascts from IMDb and 2Oncwsgroups have been
uscd for the purposc. Current work mainly focuses on
comparing different algorithms such as Decision
Stump, Decision Table, K-5tar, REPTree and ZeroR
in the area of numeric classification, and cvaluation of
the efficiency of WNaive Bayes classifier for text
clagsification. In this paper, we have used WEKA tool
1o evaluate and analysis of datascis |2].

In this paper, authors have analyzed the Movie
reviews using various techniques like Naive Bayes,
K-Nearest Neighbor and Random Forest [3].

Three classification models are used for fext
classificalion  using Waikalo Environment [or
Knowledge Analysis (WEKA). Opinions wrillen in
Roman-Urdu and English arc extracted from a blog.
These extracted opinions are documented in text files
to preparc a training dataset containing 150 positive
and 150 negative opinions. as labeled examples.
Testing data set is supplicd to three different models
and the results in each casc are analyzed. The results
show that Naive Bayvesian outperformed Decision
Tree and KNN in terms of more accuracy, precision,
recall and F-measure [4].

The other authors have focused on the classification of
opinion mining techniques that conveys user’s opinion
i.e. posilive or negative at various levels, The precise
method for predicling opinions enable us, to exiracl
sentiments from the web and foretell online
customer’s preferences, which could prove valuable
for marketing research, Much of the research work
had been done on the processing of opinions or
sentiments recently because opinions are so imporiant
that whenever we need (o make a decision we want to
know others™ opinions [ 3]

This research concerns on binary classification which
is classified into two classes. The classes are posilive
and negative. The positive class shows good message
apinion while the wnegative c¢lass shows the bad
message opimion of certuin movies, This justificalion
is bascd on the accuracy level of VM with the
10-Fold cross validation and confusion matrix. The
hybrid Partical Swarnm Optimization (PSO) is used 1o
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improve the election of best parameier in order Lo
solve the dual optimization problem [6],

This paper extends our ideas pertaining to Sentiment
Analysis o (he regional language Kannada, spoken
mainly in Karnataka, a stale in southern part of Tndia.
They have explored the usefulness of semanlic
approaches and machine learning approaches, used
predominately on English language data set. from
Kannada web documents. They found the average
accuracy of machine learning approaches Lo be belter
than the average accuracy of semantic leaming
approaches for Kannada data sct 7.

In this paper. they proposed an approuch Lo understand
situations in the veal world witl the sentiment analysis
of Twitter data basc on deep learning techniques. With
the proposed method. it is possible (o predict user
satisfuction of a product, happiness with  some
particuliar environment or destroy  situation  afier
disasters. Recently. deep learning is able to solve
problems in computer vision or voice recognition, and
convolutional neural network (CNN) works good for
image analysis and image classification. The biggest
reason (o adopt CNN in imape analysis and
classification is due to CNN can extract an area of
features from global information, and it is able to
consider the relationship among these features. The
above solution cim achicve a higher accuracy in ¢ase
of analysis and classification [9].

HI PROPOSED ARCHITECTURE

By

‘

-

kS

1
{ |

Figz.1 Proposcd model for text classification

Figure 1 shows that proposcd archilecture of resenrch
work.ln this work, we arc using movic review
Sentiment Polarity  Datasel VETsion 2.0
(http:/fwww.cs.comelledw/People/pabo/inovie-revie
w=data)|9] dataset. In first step. applied different
preprocessing lechniques like stemmer. tokenizer.
slopwords remover and pruning on the movie review
data sc to remove the noise and inconsistent data and
prepared the smooth datasel. Now, We have divided
the datasetl into training and lesting where training
dataset is used for trained (he classifier und testing
data is used for test the trained classifier. Finally
caleulated the various performances ol classificrs like
accuracy. precision, recall and F-measures,

IV METHOD AND MATERIAL

(a) Dataset- The damset  consists  of 2000
user-created movie reviews archived on Lhe
IMDb (Internet Movie Database) web  portal
at hitp://reviews.imdb.com/Reviews and is
known as “Scotiment Polarily Datasel  version
2.0%(hitpAwww.cs.comell.ecdu/People/pabo/moy
ie-review-data;]9]. The veviews are  equally
partitioned mto a positive sel and a negative sel
(10004 100,

(h) WEKA Tool- WEKA sunds for  Waikaio
Enviromment Knowledge Analysis(
littp:/Aviva es waikalo, ac.nz/~ml/weka/) [9 ] | it
is a collection of various data mining algorithms
and tools for in depth analysis. The programming
language of WEKA is Java and its distribution is
based on GNU (General Public License). There
are mainly three uses of WEKA. First the analysis
of data mining algorithny scecond lor generation
of model; and last for comparison of various data
mining algorithin in order to choose best as
predicior,

First thing is to import the dataset from database to
weka, Text data is import using TextDirectoryL.oader
component, To perform the preprocessing in WEKA,
we used the SiingToWordVector [ilier from the
package  weka fillors.unsupervised.attribute.  This
filter allows to configure the dilferent stages ol the
term  extraction. Configure the f(okenizer (lerm
separators), specily a stop-words list and choose a
stemimer,
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V RESULT AND DISCUSSION LR A R R oD P
W e b R SN e

In this experiment first we have poplicd the P T
StringToWord Vector (o caleulate atiribuic and we gol : ::E NN oDip M
47163 in the dataset, Afier that we apply stremumer,

StopWords and Tokenizer for preprocessing. We have ’

used WEKA data mining tool [10] for analysis of
Sentiment  Polarity  Dataset  version 2,07
(http:/Awww.cs.cornell edu/People/pabo/movie-revie

T B T

w-data)|9] WEKA is an open source sofiware tool B o%e B N s doa wean G
which containg varions classification technigues used "G owm Gn 8n g0 a5 an ne ot of ot
in this research work. This research work have used e R
decision tree techniques like Naive Bayes, SMO, k== | Aot o |
Bayes Net, Random Forest, Random Tree and Tig. 3 Term frequency in the dataset. '

C4.5/148 for amalysis and classification of movie
review  with  70-30%, 75-25% and 80%-20%
training-lesting data partition. The accuracy of Naive
Buaves. SMO, Bayes Net, Randomn Forest, Random
Tree and C4.5/J48 as shown in table 1 where Naive
Baves pives betler classificationaccuracy as 79.725%.
To achieve the betler classification accurucy, we have
ensemble the individuals trained classifiers and
achieved the best acenracy 81.50% of accuvacy with
proposed ensemble of Naive Bayes, BayesNet and
Random Forest as shown in table 1. Fig. 5 and Fig. 6
show that accuracy graph with 70-30% and 80-20%
(raining and lesting partition of ensemble models. We
have also calculated Precision. Recall and F-Measurce
[or he best ensemble model.In case of 70-30%
iraining-testing partition the average Precision |, recall

and F-measure are  0.815, 0.185 and 0.185 Fig. 4 TR-1df of the dataset.
respectively while in case of  80-20% (raining testing
partition , the average Precision. recall and F-measure Table 1
are 0.816. 0.185 and 0.185. Finally we concluded ihc Accuracy of individuals and ensemble models
our proposed ensemble model gives betler perforce of (in percentage).
movie review (or nsers, Sno. Moidel name split
= 70-30 | 75-25 | 80-20 |
Yo % %
e 1 J48 63.67 | 63,00 | 6425
b 2 RF 7883 | 7640 | 75.50
o 3 RT 56,50 [59.00 |[57.75
4 MO 76.00 76.20 75.50
5 NAIVABAYS | 7867 | 78.00 | 7925
&2 E
3 6 BAYSENET | 77.17 | 78,60
7 NB+BN 81.00 79.80
; o 8 NB+RF 7907 | 77.80
Fig. 2 Total numl.er of word count present in ‘RF i t :
dnkier. 9 BN+RF 7883 | 7880 | 77.73
10 NB+BN+RF | 81.50 |[80.60 |81.50 |
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e

SDIIt 70 30 %

M

Fig 5. Accuracy table of Ensemble model at
70-30%.

Fig 6. Aceuracy table of Ensemble model at
B0-20%.

VI CONCLUSION

Text recognilion is the very important lasks to get
conclude opinion of document, social media post, any
script ete. Classification technigues play major role to
identify and categorize (he scntiments about
document, social media post, any seript elc. In this
resecarch  work.  proposed ensemble  models
likeensemble of Naive Bayes. Bayes Net and Random
Forest which gives better resulls compares 1o
individuals and other ensemble model. An
optimization of features play important role 1o develop
computationally efficient model. The proposed
ensemble model gives satisfactory resulls with few
numbers of featlures and recommended as classilier for
classification of sentiments analysis (positive or
negative).
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ABSTRACT

Advancements i mobile compuiing technology have changed ihe user peeferences, Smart mobile devices have
limiied memory capacilty, CPU speed and  hattery hack-up time. The mobile cloud computing  provides
compulationad offloading to migrate the intensive task fiom smart maobile devices to cloud. Task offloading is
villnerable 1o certain risks, To enhance the security on task affleading, we propose a hybrid approach that renders
the request generated by mobile application and change the structure of original code of data using code mixing
andd dead code insertion method. The approach makes the original code harder, unreadable and difficult to reverse-
engineer, Based on aur analysts, the obfuscation is able to increase the complexity of the code, confidentialily and
integrity during computational offloading on clonds via mobiles agent. As an outcome the proposed frame work will
he able o save battery conswmption and noticeable amount of exccution time in a secure channel,

Keywords: Code Obluscation, Encryption. Compultation Offloading. Reverse Enginecring. Mobile Agent

I INTRODUCTION

Mabile cloud computing migrates task of (he process
to other server thalt execules some evenls on (he
behall of user and or applications | Proleciing
mitellectual property of any code is must and is nol
casily achicvable: unless the understanding of (he
mtellect present in the sysiem is unidentificd. One
way of securing the intellectual property is by
obluscating the sysiem. Many types of obfuscation
can be done while the funclionality of the sysicm
remains same. The obfuscation provides higher level
ol security thal makes reverse-engincering a program
more difficult and economically unleasible |1]. Other
advininges of obfuscation method on  distributed
environment inchide helping to protect unauthorized
access, code optimizing, hiding vulnerabilities and
shrinking the size of the programme code.

11 OBFUSCATION TECHNIQUES

Here are some techniques for java byle code
obfuscation techniques. They can help to creaie a
complex defence against reverse engineering and
code tampering and renaming. This alters the name of
class, methods and local and global variables,
identifiers o make the decompiled source much
harder for a human lo understand,

(1) Control  Flow Obfuscation: This method
changes the sequence of execution of code and
Now of data.

String Encryption: It transforms strings using
cicryption and only calls their original value
when required,

Structural obfuscation: This approach converl
conmmaon instructions to other form of construc
potential for confusing the decompilers.

Dummy Code Insertion: This method inseris
null cade inside the sowce code. It breaks
decompilers to makes reverse-enginecered code
harder (o analyze and extract the original form ol
vode

(h)

(v)

()

17710

(¢) Unused Code and Metadata Removal: This
technique reduces the unreachable code and meta
data of the source code for preventing the
information available to an attacker.

Binary Linking/Merging: It combines many
library file and executable lic into one or morc
than file,

Code Mixing:-Tn this approach we scrainbled the
code to harden the reverse engincering reverse-
engineered code harder to analyze and extract the
original form of code,

Il PROBLEM STATEMENT

Security, privacy, integrity and trust issues exist since
the evolution of mobile cloud computing, It is a big
issue of (rust between mobile client/user and cloud
provider, The cloud provider ensures only security
regarding user authentication and data security and
the environment he/she is running is not malicions
but ils moniloring is not in clients control. Hence the
necessily  for  developing  trust  models/protocols
comes in consideration [2]. Data arc placed in the
form of various packets on different locations on
cloud. This causes the securily breach thus intrusions
are easily alfecting the environment. It is necessary to
sel & security protocol on the data packet. [3]. cloud
providers do not provide facility of moniforing
sccurity. location monitoring, authenticity  and
integrity of hardware, software and data. It requires a
security model to monitors the running enviromnent
|4]. In clouds user cannot identify the location of data
so the issued that who controls the integrity of data
on virlual machine and dilficull to maintain (he
consistency ol security and ensure audit ability of
records |3]. This agent is worked like securily agent
by implementing  trusted computing infrastructure
through authenticating  hardware/sollware integrily.
[6] Author has analysed some security threats, risks
anel vulnerabilities associated with cloud computing,
Providers do not provide facility of monitoring
sceurity. location monitoring, and authenticity.
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IV BUILDING BLOCKS OF THE PROPOSED FRAMEWORK

We illusirate the main building blocks of the proposed
framework using a schemaltic model consists of major
components ol each building block in Figure 1. We

an agent APL with the proposed security mechanism lor
code migration and communication in the form of
JAVA packages to share workload management and

[SSN: 2278-4 | 87

have implemented @ mobile agent platform to provide reduce  the  Battery  consumplion  of  mobile
devices.
CLIEXT SE BVE
‘ SERVER
MOBILE ESVIRCOREST ENVIROMENT SERVER
PLATFORM PLATEFORM

B l"‘ Platform Authentieation
g e = . - — e — ——— e e e e — S S — — ] — — —— — — \
I j Request . 1
I AGENT — i eLouy |
I Authentication Response )
e -— — e e S AL T e i, a2l
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f | user query \ ! [avyerp L] comprEssED | . %
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i BYTECODE : b | 2 1¢ roo 1
1 \ o MDI=AD2 I
! : 9 Yes S
' A CEFLSCATOR ' l i l
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ke T e e e G e R e e S ¥ ~ - - d
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Fig. 1 : The systematic work flow of proposed Framework

svstem oflen uses cookies Lo maintain the
authenlication states between agenls (o
cloud. Every subsequent request will
geneiate a cookie that will automatically
be allowed by internet based application

V METHODOLOGY

(1) The proposed framework can be partitioned
in to three parts:-

(i) Platform Authentication: - We have
implemented an agent o protect the
Client and Server Environment using
JSP,  The agent should have dedicated
lings for individual clients. It only
respond to the authenticate clients for this
we apply set of prolocols lo give the
permission  for  platform,  The agent

on agent platform. The attackers easily
identify the user details using cookies.
Cross sile scripting (XX8) is a common
attack technique that theft cookies related
o subsequent request from mobile agent
o1 web browser’s datiabases. We proposed
a new method for cookic rewriting that
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cncrypls the cookics and prolect from
Cross Site Scripting attack. This method
is implemented for mobile agents it
automatically  rewrites the cookies
therefore it protects against XXS attack.

(i) Code Integrity and Confidentially:-To
proiect  the bytecode which is ofl-
loadable using hybrid approach of code
mixing and dead code inscrtion
techniques with cryptographic advance
hash [unction to make our code more
robust and complex and we have also
applicd thc losslcss  compression
technique to reduce the size of code so
that it will (ravel faster an network.

(iii) Sever Side Exccution for Computation
offloading:- Sccured code of user query
will run on server environment and server
will  Dbe responsible for deobfuscalion
process (o find the original code to run
and sends back the results on client
environtnen(s,

VI METHOD DESIGN

In this section. wc describe the methods uscd to cnhance
the security performance of this [ramework. To increase
the security we applied the hybrid approach of
obfluscation method using code mixing and dead code
insertion method to make it more confidential and for
the inlegrily security we apply cryplographic hash
function that generates the message digest which detect
the threat present in the transferred code.

(#) Evolution Matrix- In this work we have
implemented  Advance  Cryptographic  hash
Algorithm with hybrid approach on obfuscation
methods for code integrity and confidentially for
development of seccure environment  wilh
virtualization tcchnique, malware defection and
informal behavioural of monitoring. This approach
makes harder for reverse engineering the code. The
Framework may affect the size of program and cost
of exccution time,

(i) Code Obfuscation: - Byte code obfuscation is
inethod of modilying the byte code or instance
of exceutable file so that it become harder 1o
read and understand for an attackers but it
remains fully Tunction. The methods are
Renaming Control. Flow Obfuscation. String
Encryption. Structural obfluscation. Dummy
Code Insertion. Unused Code und Metadata.
Removal  Binary  Linking/Merging. Code
Mixing, Anti-Tamper, Class file Encryption.
We apply code mixing and dead code insertion
We identified that code mixing and dead cade
inscriion methods are the best abfuscation for
byle code.

(ii) Code Mixing: In this approach we serambled
the code to harden the reverse engineering. In
this approach we partition the code in 1o cqual
chunks and randomize (he part of code with a

complex manner lo harden the identification of
the original code.

The Pseudo code 1o for Code Mixing Algorithm

= Original bytecode are divide into equal
chunks of SIZE=COUNT

s Chunks array are chunks|i | =1 to COUNT

= [F the code division original bylecode %
SIZE 1 = () then

= Drop the last chunk i.e. SIZE=81ZE-1

= [EndIF

= Circularly rotate Lhe divided parls up lo
last clunks

s chunk[iJ=chunk[i+2]

i
|
Sl e e T s
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= End
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Block1 Hlock 3
Block 2 Block6
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i
Elock 4 Block 2
Block 5 Elock3
Block 6 Blockd _——"

Fig. 2: Graphical Representation of Code Mixing

(iii) Dead Code Insertion: This method inserts null
code  inside the source code. It breaks
decompilers to makes reverse-engineered code
harder 1o analyze and extract the original form
of code.

(iv) The Pseudo code for the Dead code
insertion:

o Let ug assume the L and U are Lower
Boune and Upper Bound L=1 and U=S8IZE
MID = (L+U) /2

s [Inscrt the dead code at MID Position
Chunks [MID] = Dead Code

e Adjust the Upper Bound of chunk array
U=MID-1

s [nsel ihe dead code on First parition of
the code
NMID = (L+U) /2

¢ Adjust the Lower Bound of chunk array
L= MID+I

» Insct the dead code on Seeond partition of
the code
MILD = (L+11) /2

s [nd
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Dead Codz in Onginal block of ceds
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Elock & I tiead Cade .’.
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Fig..3: Graphical Representation of Dead Code Insertion

(v) Lossless Compression: Run Length Encoding is a
loss less compression technique which muns en the
basis of the occurrence of data and replace it with
single value and count[ 9].

Algorithm for RLE

Step 1 set the count value to zero
Loop: count =0

Step 2 REPEAT the Steps and get next
symbaol
Step 3 Increment the count value UNTIL
{svmbol unequal to next one)

count = count + 1

Stepd IF count = 1
Step 3 outpul count
Step 6 REPEAT FROM STEP 1 GOTO Loop

(vi) Cryptographic hash SHA 3: cryptographic hash
function generates the message digest in which data
is first absorbed inlo sponge and then result is
squeczed, In (he absorbing phasc, message blocks
arc XORed into a subsel of the state, which is then
transformed as a whole using a permutation
fimction /. In the "squeezc" phase, oulpul blocks arce
rcad from the same subscl of the siale, alicrnated
with the state transformation function /7 The size of
the part of the state that is written and read is called
the "ratc" (denoted ), and the size of the part that is
untouched by input/output is called the "capacity”
(denoted o). The capacity determines the security of
the scheme, The maximum security level is half the
capacity. Given an input bit string N, a padding
function pad, a permutation function [that operates
on bl blocks of width A, a raterand an output
length o, we hive capacity ¢ =4 —r and the sponge
conslruclion £ = spangel/.pad.r| (V.d), yvielding a bit
string # of length o, works as follows| 10]:

1773

= pad the inpul N using the pad [unclion, yiclding
| a padded bit string P with a lengih divisible
by 1 (such that 2 = len (P)/r is integer)
's  break P into # consecutive r=bit pieces Py,
| T -Pu—I
ls initialize the state § to a string of b zero bits
le absorb the input into lhe state: for each
: block £;:
e extend P at the end by a siring of ¢ zero bils.
yielding one of length b
e XOR that with §
e apply the block permuiation/io the result,
| yielding a new state §
{= initializc Z (o be the cmpty string
| while the length of Z is less than -
|=  append Lhe first r bits of Sto Z
le ifZis still less thandbits long, apply /oS,
yielding a new state &
le  truncate Z to d bits
il ] enpraelgg
1% ) gy § Zo i

Fig..4: Function of SHA 3

(b) Data Design-In this section; we describe the

methods used 1o evalnate the performance of this

framework. We also identify the performance

evaluation metrics that are identified for evaluation

ol the framework,

(i) Evaluation Metrics-We idenlily application
exceution time and consumed cnergy as lwo
metrics of evaluation that are presented in
Table 1 and explained as follows. These two
metrics help us to obtain our aim and
objectives in this study. Consumed encrgy and
exccution lime are the most important
established metrics to evaluate the lightweight
propertics of a typical MCC framework.

e Battery Consumption: Total batiery
consumption will be calculated using
storing batllery power values on session
variables. Find the difference between
Current state of battery level with last state
of battery level

¢ Execution Time; Execution time is the
amount of time taken to complete the
entire life cyele of one prototype MA for
onc workload which is measured and
stated in  millisccond (ms). Different
methods of generating execution time exist
including manual and automatic  data
collection [8]. Similar 1o the energy. in
order Lo avoid man made mistake and to
ablain accuracy,

ISSN: 2278-4187
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-Trr)mf = Tumbn'r i Tr‘f + Tdfmd

Where Tyubie: - The ime laken in local Machine,
T-The lime taken in delay (Round Trip) in
network, Tgua=-The times measure the compuler
latency of cloud compulation.

Table 1
Unit and Symbols of Execution Time and Consumed
Energy
Metric Definition Unit
Execution Total Time takes to complete | nano
Time one task See,
Consumed | i on oot o | Jole
Energy 2

complete one lask

VII RESULT AND DISSCUSSION

This section discusses experimentation [indings of
evaluating proposed by cmploying the prototype
application. It presents analysis of Total Execution Time
and Batlery Consumption Cost of the mobile device for
different web based application from the perspective of
local and remote execution via Agent. In this
expetiment, we compare the finding values of Total
Exccution Time and Battery Consumption Cosl with
three different scenarios wilhin same [ramcwork 1)
Application runs under local machine, 2) Application
runs on cloud without security parameters. 3)
Application runs on cloud with three levels of security
parameters. Results  of performance  cvaluation
generated via offload the five different web based
applications are presenied in this section in two parls. In
the first part, data related to Execution Time Analysis is
presented followed by Battery Consumed Energy in part
.Experimental finding values are shown in Table 2 and
Table 3 and Comparison of results are shown in Figure
4 and 5.

Table 2
Exccution Time Analysis of Web Based Application
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Total Exceution Time in nano-second AN e 1 —— Exeeuti
400 o Ve Ve ’ Baiin
g Execution | Normal arir g 250 ! ‘ Loeal
5 i \ 3 " ¥ : . (I - - b
of Type _nf Mabile in Loeal OfMloading l?ﬂln\ullmg 5 C L z & % b ac]
Work | Application Machine Exeriio Exeention on - 300 i L] \ N
load nchine Execution | o 8 oo / AT
= 200 7 "\ == Nomal
A 200 |- pmesE Ditload
1 Google Home Page 125 180 190 = 150 J""J-. \\ ng
E l\I Exaculi
2 Facebook Signup 171 202 214 = ]?2 1T ' o
= + - Beoure
3 CGoogle Search 190 287 244 : o Ofload
E Google Fima Fuwebook  Googh Semh fongimibs Heifin ag
’ 2 Puge Eigugp Exsculi
4 Song Online 310 402 418 E anon
Fmae of Molade Application Claud
5 Navigation 100 265 2]

Fig. 4 Comparison of Total Exceution Time
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Table 3
Battery Consumption Analysis of Web Based Application

Total Battery Consumed in Joule
Secure
3:[“ Type of Mobile Exceution Normal Smmd"l
Yoo oy in Local OMuoading o
Work | Application Machine Erbtolit Executio
load non
Cloud
I Google llome Page 5 4.1 4.4
2 Fucebook Signup 6.12 52 5.7
3 Google Search 5.99 in 3.9
4 Song Online 7.33 591 6.1
5 Navigation 18.2 16,77 16.9

20 4

7 Exacution

18

inLocal

16—
14
12

Machinz

—— Hormal

16 -

-1

(=

Guogls
Sanrch

Facehook
signup

Google
Home Pags

Total Betterv Connoaed Rate inJoule
m

sang Online Havigation

Mame of Mobile Application

Offfeading
Execution

st Sagure
Offloading
Execution
an Cloud

Fig. 4 Comparison of Total Battery Consumption

VIII CONCLUSION

In this work we have implemented energy efficient and
secure [ramework for MCC so thal user can (rusl on
mobile cloud computing and enjoy the oulcome without
any worry. Here we have discussed the dilferent types
of obfuscation method and selected two methods to
enhance security and privacy requirement. threats,
concerns issues, risk associaled to cloud and provide
mulliple securities in framework which fulfil compleie
cloud security requirements, As an  experimental
outcome, the secure framework affects the size ol task,
exccution time, and reduces ballery consumplion.
Finally it improves the overall Mnction of the
compulation offloading using mobile.
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ABSTRACT

the Open and Distance Learning (QIL) svstent has shovwn a tremendons grovwth during the past few decades due 1o
s untgue feature of hemng a user-friendly system. In this system, the students are free to learn at their own pace and
convenlence while being away from the institutton. This unigueness and the ease of gaining knowledge have a
pivolal role o play in facilitating teday's emerging knowledge sociely. Information and communication lechnology
(ICT) has sicnificantly affected the process of admission in higher educational institutions. ICT also improves the
interaction hetween the stucents and the institution as well as academician too. ICT based tools and technology not
anly usefil for the regular mode of education it alse plays inpartant role in open and distance learning mode and
improves the facilities of the instittion for the learners. It has provided an edge to ways and means of traditional
Sorm of admission process and has given new dimensions fo online admission. The article aims to measure the
impast of ICT on online admission process in higher educational institutions in the state of Chhattisgarh. The
Sramework of the sindy ains to find oul the inter-effect of 1CT among the academic institutions. for the online
achnission process in the state of Chhattisgarh. The outcome suggesis 1CT adoption in the process af admission
among academic institutions in the state of Clihattisgarh for the open and distance education.

Keywords: ICT. Online admission, satisfaction, higher educational institulions.

I INTRODUCTION

Open and Distance Learning (ODL) programmes are
very important and significant part of modern days of
higher education and it provides a medium (o acquire
knowledge with the degree for society. It is more
flexibie and cost cffective education system which
provides the cducation for cvery age group of
students, working professionals and traditional Indian
women's who works as houscwives as well as also
works in many  different  seclors. New  age
technologies can help lo improve the qualily,
relinbility of cducation and it also distribule
eduncation from the best sources to all the people who
are in need of educaiion and it can also be used to
arovide many sources so (he education for our
learners can reach in remole arcas. The evolution of
information and communication lechnology (ICT)
based education has initiated a new revolution in
open and distance lcarning mode of cducation
environment that changed the traditional methods and
procedures of teaching and leaming. ICT is group of
technologics by which various supporl services shall
be provided at different phases of student learning
life cycle in distance learning. The various phases of
open g distance learning  programmes are: the
admission  phase  (pre  admission  counsclling,
programme details, onling admission, fee struclure,
online fee pavment. online solution of payment
issues, admission procedure and registration & re-
registration). (he leaming phase (learning schedule,
programme  delivery(lectures  through  video
conlerencing, webinars, audio & video programmes,
multimedia  presentalions and  case’ studies). the
cviluation phase  (examination schedule. inlemal
&external assessment, examinalions, check vour
progress  report, valuation. revaluation and result
declaration)  and  the  certification  phase  (
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marks/grades  updales.  E-certification, certificale
printing & issning and convocation schedule).

[CT not just playing its role in academic fields it also
involve in adminisiralion arca and its rolc start from
the beginning when a leamer wants to lake admission
in any programmes offered by the university. Taking
adinission is (he very [irst process for (he leamer lo

join the open and distance learning institution for any

particular programme and learners from difTerent
arcas arc not able to reach the institutioi/university or
take the part in admission process because lack of
facilities, resources and their busy schedule for this
issuecs ICT plays a pat through online pre
counsclling and admission process for learncr,
Process of online admission is very convenient and
casy so lhe learners from any arcas can casily
einrolled (heir selves for any parlicular programme
offered by the university. Here in this paper, the role
of ICT in onling admission and is impact has been
analyzed and defined which describe the importatce
of ICT and online admission. This paper concludes
the effects of 1CT based onling admission pattern in
every dimensions of it in the institution which are
formed in Chhattisgarh stale. The outcome of this
includes nature of work: ICT based online admission
pattern and the impact of online admission in various
fields. The outcomes also describe the advantages of
onling adinission process, limilations and its future in
open and distance learning mode ol education:

11 PROCESS of ONLINE ADMISSION
and ICT:

In the modern age of technology in which all kind of
mstiutions are  getting  hi-tech, computerized and
avatlable online with their all kind of services and so
the educanonal institution too, The various [acilitics
and services like fee pavment, e-content, e-library has
been provided by the educational institution (hrough
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onling mode angd now online admission is also one of
the cilitics by the institution for the student. The
onlinc admission process replaces the (raditional
admission process i.c. offline mode very soon and
many institution already started the process of online
admission in our country, The online admission
process is he process which automates the admission
procedure for the regular mode or distance learning
mode of cducation of schools, colleges and
universitiecs. The whole procedure based on an
internet based application which can be accessed
from anvwhere, anytime basis and provides the
acility of online registration for the students without
any use of paper material. In open and disltance
learning the learners are not able to come (o the
university campus dircetly because of various rcasons
like institution of open and distance learning is not in
the reach of the learner so he/she can participate in
olfline admission process and many more ol their
personal reasons but they still wants to gel enrolled
theirs selves for [urther edueation and here the
facility of online admission works. It provides a
convenient way through ICT based application for
the learners to  get cnrolled their selves for any
particular programme from open and distance
fearning made ol university, The overall procedure of
online admission is also known as E- admission.
Following arc the main steps of online admission
process:

(a) Pre Admission Counselling: In these process
counsellors provides the information about open
and dislance leaming mode and its overall
concept with its examination and study structure.
Counscllars clear all kinds of doubts and myths
of the learners and deseribe them the benefits of
opcn and distance leaming. Pre admission
counselling process involves following steps:

(1) Al hOrst counscllors defines the aim and
abjective of the open and distance learning
as well as relaled programme.

(i) Defines the scheme structure and concept of
open and distance learning.

(ii1) Introduce  programmes  offered by the
[nstitution for the leamers of different
streams and background so they can seleet
the right one for their future studies.

(iv) Clarily the patterns of adinission, coursc
work.  assignment  and  process  of
cxaminalion.

(v) In this process counscllors explain the
structure of  programmes and  ils  ¢redit
struclure 1o the learners so they can
understands the learning proccss of their

programime.
{(vi) In thz process of pre admission counselling
counsellors also provides the

acknowledgement of the goals, outcome and
the purpose of the programme so the leamer
lrom related fields can decide that in which
kind of programme he/she wanis to get
enrolled,
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(vii)ALl the end of the process of pre admission
counselling e-programme guide has been
provided to the learners by the counsellors,

(viii) Submission of Online Admission Form: IT
the learncrs are satisfied with the nature of
programme  from their fields with their
interest than he/she will go for the online
admission process after the process of pre
admission counselling. The process of
submission an application form is the second
step of online admission process in which
learners have {o submit their application
form for the particular programme in which
they want to get cnrolled through online
admission process. For the process of
submitling online admission form uhiversily
will provide online application form and its
submission link into their official web
porlal. Learners just have to open the
universily’s web portal and have to click the
link of onlinc admission form and then they
have to full the application form with
required details of the learner along with
his/her educational qualification as per tules
and regulation of the universily and then
have 1o submit the form for further process.

(ix) Onlinz Fee Paymenis and its
Acknowledgement: After the submission
process of the form the next process of the
online admission process will occur that is
the fee payment and its acknowledgement
for any particular programme. I is the most
convenient way lo pay lhe fece of any
parlicular programme to the university.
After the process of form submission
another page aulomatically pops up in which
overall deiails related to the fee structure of
selected programme has been defined along
with its duration of fee payments so the
learner can understand the flee payment
procedure. In the next siep of this process
learners will enter the amount of their
programume as per fee structure and then
they have to click the payment option where
mulliple choices are there like debit card,
credil card, inlemel banking and other
payment option from which the learners can
scleet the suitable one to pay the asking fee
amount just after this an acknowledgement
generated automatically for the learners lo
their contact detail and email for the
confirmation of fee payment along with the
printable receipt of the fee,

(x) Approval Process and the Generation of
Enrolment Number: After the process of fee
payment leamers just have to wail for the
approval of their submission from  the
university  officials,  In this  process
university verifies the details of (he learer
ag per the rules and regulation of the
university to get enrolled in a parlicular
programme that the learner is eligible for the
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programme or not. Afier the verification and
approval from the university officials the
registration number along with enrolment
number  of  the learner has  been
automatically generated and it will send Lo
the learner in his/her contact detail as well as
in their email with the information of (heir
cligibility confirmation massage that the
fulfil the eligibility criteria or not in the lorm
of YES and NO,

(xi) Confirmation to the Learner; Afier the above
all process the online admission in QDL has
comes o ils end and the final message of

confirmation of leamners  successfully
registration  along  with their enrolment
nunber has been sent into their mobile

number as well as into their email id. This
provides the acknowledgement to the learner
that he/she has been enrolled in the
programme they have chosen (o learn,

Above all the process invelves in the online
admission process required ICT tools soltware and
digital devices to complete the process. ICT based
tools and device provides casy access of the
computer, web world/Internet and related software so
the process of online admission can become casy so il
can be accessible for the learners who arc not aware
from the computational word. ICT is a polentially
powerful tool for online admission process by it can
improve the performance, accuracy and reliability of
onling admission process in ODL mode of education.

T ADVANTAGES AND LIMITATION
OF ICT IN ONLINE ADMISSION
PROCESS FOR ODL

Online admission process in open and dislance
learning provides the accessibility to the learners for
the admission in sclected programme {rom anywhere
and [rom anyplace. It gives the command directly 1o
the leamers to get registered their szlves in QDL
mode of education {hrough onling admission, The
implementation of ICT in online admission process
will save the time, cost and cxlra ¢Xpenses on papers.
[l also provides the casiesl way lo access the
technology even by the leamer who is not friendly
with technology. The transparency of the onling
admission process over offline admission process is
mote desitable so the admission process for (he
learners is unbiased.

The effective integration of ICT tools inlo the ODL
education system for online admission process is
complex, lengthy and time consuming (hat involves
not just technology but also pedagogy, institutional
readiness and implementation of complete academic
structure with full administrative command for 1he
onlinc admission process. Tt also noficcable that the

terms and  condition for the admission ol any
pragramme  regarding (o inslitutional  goidelines

needs (o be implement for proper process so the
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rclinbility of this process will increase, The biggesi
problem in implementation of ICT tovls is
connectivity because intemmet is not available or
having a poor conncction in ruler areas so it is not
possible 1o access all devices in online admission
process for the learners of remote areas.

IV CONCLUSION

Information and communication technologics (ICT)
are polentially powerful enabling tools for
educational change and reform. It is true that ICT is
playing a vital role not just in regular mode of
education but as well as in open distance leamning
mode, ICT has enormous potential to help countries
address issues of access (o learning, quality of the
leaching-learning  process and management ol
cducation systems but at same time there are many
issucs and challenges that arc to be addressed for
smooth functioning of various online services that are
to be implemented for the learners and other public.
In this paper the role and importance of ICT
implementation in online admission process in open
and distance cducation has been described. The
rescarch paper concludes the benefits of online
admission system in open and distance mode of
education over (he offline admission process. Lack ol
systemaltic approach in the implementation of ICTs in
distance cducation is also a challenging task so here
in this paper, limitation of ICT based tools for the
onling admission process has been described. The
paper delines the value, importance, advanlages,
benefits, drawback and overall process of online
admission in open and distance mode of education,
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ABSTRACT

Present time natures of data are totally changed 1o hig data with respect to volume, variety, and velocity. Clustering
is one of the unsupervised approaches of data mining and data mining is one of the appraaches for big data analysis
and known as big data mining. Clustering is a very helpful rechnique under big data mining because it discovers
distribution of patterns, hidden relations, self-noise and owtlines management, class label predication and
interesting correlations in large data sets and high dimensional data. Every traditional elustering algorithm works
under specific criteria and these criteria define the cluster wid validation measure validares this cluster us the
requirements. From a theoretically, practically und the existing research perspective, this paper study seven
clustering taxonomies such as partition, hicrarchical, density, grid, model, fuzzy and graph based clustering
taxonomy and their validation measures for the big detc mining.

Keywords: Big Data, Big Data Mining, Clustering Taxonomy, Clustering Validation Measures, Cluster Validation

Taxonomy
I INTRODUCTION

Nowadays, large scale data are generated from a
different type of sources such as health, social
network, government, cloud computing, e-marketing,
internet of the thighs, financial, sensor network and
so on. 1DC predicts data volume reaches 44 Zetta-
bytes (44 billion terabytes) per day till 2020, which is
ten times double by 2003. In general, the big data
refer to the large datasets that are collected from
heterogeneous  sources and these sources are
continually growing. Due to the changing the nature
data 1o big data some government establishes  big
data department. In March 2012, the Obama
Adminigiration launched the Big Data Research and
Development Initiative and July 2012, the Japan
government established the Big Data development
under the national technological strategy. The United
Nations issucd a report entitled “Big Data lor
Development: Opportunities and Challenges™ which
describes outlining the Big Data challenges and their
dialogue (Qussous et al, 2018). In Big Da
perspective, traditional data related techniques such
as data management, process management, ﬂl\ﬂ]}r‘!iis
technique have touched a bottleneck and cannot
finish the data processing in fixed time with
accuracy, gives the slow responsiveness, and
problems with scalability because big data nceds to
high capacity for data storages, low-valuc density.
complex dynamic relation between various data
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types, high processing speed, high scalability,
availability and reliability (Weichen et al., 2016).

Clustering is one of the techniques for data analysis
which is finding a similar relation ar paitern for
unlabeled objects. In big data mining, various
applications  such as  social network analysis.
customer segmentation, scientific data  analysis,
bioinformatics, and target marketing used to cluster
analysis, The traditional clustering algorithims are nol
suitable under large-scale data because it takes high
computalion time. Consequently, compulational
clficiency is the biggest and most important
challenge of large-scale data and need lo how Lo
improve the clustering algorithm. At the present time
paralle]l and distributed computation are solutions to
these lypes of the problem (Zhao et al., 2019y, A
good clustering algorithm in a big data environment
need to cluster is more accurate and reliable. The
clustering accuracy, reliability and algorithm
efficiency is measured by cluster validation. This
paper is mainly focused on the clustering algorithm
and validation approach in the big data mining
cnvironment through five sections.

II BACKGROUND

(a1) Big Data

Laney (2011) described big data through three
dimensions  such a5 volume, velocity, and
variety. This dimension defines a common framework
of big data,
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The volume describes the size of the data, variety
deseribes the heterogeneous sources and types of data
and velocity describes the speed of data generation,
analysis, and processed. Social Media is the best
example of these 3V's because social media is
generatic.g high volume data in the form of high
variely in the form of high velocity, Gartner et al,,
2012, summarized these dimensions of big data as
“Big data have high volume, high velocity, and high
variety information assets that demand cost-effective,
innovative forms of information processing for
enhanced insight and decision making.”  Afier that
various, research origination gives some support
dimension for the big data framework. IBM
describes veracity as a fourth dimension, which is
related to unreliability and uncertainty latent in data
origin for improving data accuracy and quality with
the trustworthiness of data. After that SAS added

Vohima - Dats Sice

variability dimensions to big data, which represents
the wvariation in data flow rates. In addition, the
variation of data flow rates is related to increasing the
variely and velocily. Oracle introduced six
supportable dimensions as value, which hold to
hidden value or attribute during the big data mining.
The last dimension is related to the visualization of
all dimensions according to the user nceds.
Visualization is visuvalized the data mine and analysis
results according to user expectation, such as the
araph, table, or another format (Gandomi et al., 2015,
Lee et al., 2017, Sivarajah et al., 2017). These all
dimensions are known as 7 V's of big data. Volume,
Variety, and Velocity are known as basic dimensions
of big data creation and Veracity, Variability, Value,
and  Visualization are known as  supportable
dimensions of big data accession. Figure |
summarized all dimensions of the big data,

Naragity-Data Ogaiity
® Accusucy

= Trustworthiness
* Cumpleieness

Fig.1 7V7s of Big Data

(b)  Big Data Mining

The big dala mining approach is totally differs to the
traditional data mining approach because traditional
data  miming  algorithm  based on  centralized
databases, but the big data mining algorithm based on
distributed  or multiple sources, traditional data
mining algorithm can't be able to handle huge scale
data sets, high dimensional, heterogeneous data
formai and source and sealability. In Big Data
perspeclive, the data mining technique must be deal
higzh volume, high variety and high velocity with
sculability.
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When  big data mining  algorithm  applied in
heterogencous sources, the method ol mining is
divided into four groups as the heterogeneous source
with pattern analysis, classification, clustering, and
fusion (Wang et al., 2018). The purpose of big data
mining is not only mining the interesting
knowledge's and summarizing the data, but it is also
mine the consistent patterns, systematic and complex
relationships among the data through classification,
clustering, association rule learning. regression and
other data mining techniques. Big data mining used
muchine  learning and  statistical methods  fu
evolution, extended to utilize traditional data mining
techniques (Siddiga et al., 2016).

[53N: 2278-4 187



Mruzandhan - Rabindranath Tagore University Journal Vol. VIII/Special Issue XVI April 2019

Big data mining does not support to the relational
model because the relational model handles only
structured data, but the big data nceds to handle
structured, unstructured and semi-structured data
with the high scale and distributed natures. At the
present time. NoSQL databases are more popular for
data storages beecause it stores the heterogencous data
format. In this database, the data are slored in the
distributed file and graph format. In the distributed
file format model, the data are stored in the form of a
key/value pair and the graph-based model has data
organized in the form of a verlex/edge pair. The
Graph data model is useful for evaluating the various
problems such as distances computing, finding
refationships, community detection, determining
connectivity and so on (Weichen ot al,, 2016). The
distributed and parallel architecture is very helpful
for achicving performance and accuracy reduces the
computation time and scalability for the requirements
of clustering in big data mining. The MapReduce
programming model is one of the approaches for
distributed and parallel computing in big data mining
(Chong et al., 2015, Sardar et al., 2018).

I CLUSTERING TAXONOMY

Clustering is one of the approaches for analysis and
discovering the complex relation, pattern, and data in
the torm of underlying groups for the unlabeled data
objects, The data objects of each group share the
same similarity and the other group data objects
totally different from another group (Zhao et al,
2019). Data clustering is the most important
technique and produces high-qualily analytical results
for daty reduction, Data clustering also increases the
efficiency and accuracy of data mining under
unclassilied problems (Chen ct al., 2018). In Big
Data perspective, the clustering algorithm must be
deal high volume, high variety and high velocity with
scalability,

Similarity and dissimilarity (distance) are two basic
functions for cluster creation, Every -clustering
taxonomy is used to these functions for cluster
construction on the bases of own cluster creation
hehaviours  and  natures.In - nowadays  various
Similarity and dissimilarity measure are available for
clustering under the Minkowski, L(1), L(2), Inner
product,  Shannon’s  entropy,  Combination,
Intersection and Fidelity family {(Cha et al..2007,
Kuocher et al. 2017, Manning et al., 2008).
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The design of the clustering algorithm under the big
data mining is fulfilled the volume, velocity, and
variety rclated criteria, Fahad et al, 2014 and
Pandove et al, 2015 describes Volume related
criteria such as cluster is must be dealt huge size,
high dim~nsional and noisy of the dataset, Variety
related criteria such as cluster is must be recognized
as dataset categorization and cluster shape, and
Velocity related criteria define the complexity,
scalability, and performance of the clustering
algorithm during the execution of real dataset.

In general, Clustering algorithim divided into seven
groups such as partition, hierarchical, density, grid,
model, fuzzy and graph based clustering taxonomy
based on their cluster creation, working process,
behaviors and ¢luster nature. The basic concept of the
theses clustering algorithm is described under section
a 1o g (Chen et al., 2018, Fahad et al., 2014, Gan et
al., 2007, Pandove et al., 2015, Shirkhorshidi et al.,
2014)

(a)  Partitioning based method

This clustering method creates a cluster on the bases
of the center data point, then reason it's known as
centroid-based clustering. This method partitions the
dataset using 1 K number of user define the cluster
and randomly assigned data object in cach K cluster
after that it finds the center point and assigns the
ohjects to the nearest center of the cluster. K-Mean,
K-Medoids, K-parameter, PAM, CLARA, and
CLARANS are the most popular clustering algorithm
under this clustering approach.

(k)  Hierarchical based Clustering

This technique is also known as Connectivity-based
clustering because the cluster is created by using tree
(hierarchy of clusters) concept. Apglomerative and
Divisive are two basic methods for cluster creation
under this clustering taxonomy. The agglomerative
method starts from the individual data cluster because
cach data object has own cluster at the beginning and
alter that, each cluster pair of data objects is moved
up to the hierarchy form until the needed cluster is
not found. Divisive starls from the top cluster
because all data objects belong into one cluster at the
beginning and after that, the cluster is divided into
different cluster pairs move down the hierarchy until
the needed cluster is not found. Here cluster is shown
as dendvogram format. BIRCH, CURE, ROCK,
Chameleon, ECHIDNA, WARDS, and SNN are the
most popular clustering  algorithm under this
clustering approach.
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{c) Density-based method

This clustering method is creating a cluster on the
bases of data object density, connectivity and
borderline. These clustering techniques provide the
barriers against the noisy and determine the clusters
to an arbitrary shape. To find out density it used to

Mean-shift concept, firstly calculate the mean of

current data point and figure out them and this
iteration will be continued until the desired cluster s
not founded. DBSCAN, OPTICS, DENCLUE, and
GDBSCAN are the most popular clustering algorithim
under this clustering approach.

{d) Maodel-basedclustering

This clustering method creates a cluster on the bases
of some existing model such as mathematically
model; statically maodel, probability model and other
distribution model, and tinding the best data object fit
into the model. The model is depending on the
existing madel, then that reason it is known as
distribution-based clustering. Here each model needs
Lo minimize according to their distribution, but the
use of multiple parameters it takes high time
complexily. COBWER, SLINK, SOM, ART, and EM
are the most popular clustering algorithm under this
clustering approach.

(¢) Grid-based clustering

This clustering imethod used for utilizing the space
for data sets in multidimensional data. Here cach
original data space is separoted into grids or calls
structure for defining the size of the cluster. Here
data space is divided into many rectangular cells by
using the hierarchical structure for parallel processing
for fast processing time, and the data is organized
within the different cell levels, This clustering
algorithm generally used for statistical techniques.
STING, CLIQUE, Wave Cluster, OpliGrid, MAFIA,
EMNCLUS, PROCLUS, ORCLUS, and STIRR arzthe
most  popular  clustering  algorithm  under  this
clustering approach,

() Fuzzy based clustering

This type of clustering is based on fuzzy or soft
computing or hard computing [or real data clustering
then reason it's called  soli computing  based
clustering. In the hard clustering, data object must
belong to only ene cluster, but the soll elustering data
object belongs to multiple clusters on the bases of the
membership  function.  Fuzzy  clustering  provides
more insight and knowledge about the data objects 1o
all clusters. FCM, FCS, and MM are the most
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popular clustering algorithm under this clustering
approach.

(g) Graph based clustering

This clustering algorithm is realized on the graph,
where the node refers to a data point and the edge is
referred to as the relationship betweenall data points.
During this cluster,the analysis graph must be in the
form of a minimum spanning tree. This clustering
algorithm is based on traditional and spectral graph
theory, CLICK and MST is the most popular
clustering algorithm under this clustering approach.

IV CLUSTER VALIDATION
APPROACH

Clustering validation measures evaluate the goodness
ol clustering results and its validity for the success of
the clustering algorithm. The clustering validation
measures are categorized mio External clustering
validation and Internal clustering validation groups
(Aggarwal et al., 2014). These groups are measures
which clustering algorithm is suitable for volume,
variety and velocity criteria.

(a) External clustering validation

External clustering validation measures evalvate
“purity” of the clusters respect to given class labels.
External validation measures helpful for finding the
exact number of the cluster in the advance and given
the framework for choosing an optimal clustering
algorithm on the particular dataset (Liu et al., 2010).
The overall this approach test the points of the data
set are randomly organized as  pre-specified
structured or not and this analysis is done by using
the Null Hypothesis (Halkidi et al, 2002). Table 1
shows some popular extzrmal clustering validation
measures with their equation definition (Aggarwal cl
al.,, 2014, Arbelaitz ¢t al.. 2013 Halkici et al,, 2002,
Liu et al., 2010).

Entropy and purity measures are given the purity and
accuracy of the class labels with respect to the
cluster, F-measure is given the precision and recall
value together. F-measure is useful for the
information retrieval community. The Mutual
Information (MI) measures depended to the random
variable, this measure compares how much
information is depended to the random variable and
compared to another random variable,
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The Variation of Information (V1) measures the
quantity of information that is lost or grown in
changing the form of the class sét to the cluster. The
Rand statistic, Jaccard coefficient, Fowlkes &
Mallows index, and Hubert’s statistics 1 and 1l
evaluate the clustering quality of the pair of data
point by using the agreements and/or disagreements
in different partiions. The Minkowski score
measures the difference between the clusters, which
is obtained by the clustering algorithm and also given
the disagreements of the data point in different
partitions. The classification error is given a total
misclassification rate in each class to a different
cluster. It is very helpful for minimizing the total
misclassification rate. The Van Dongen criterion is
related to evaluating the graph clustering measures
and it is given the measures of majority objects in
cach class and each cluster.

Table | shows external clustering  validation
measures where some mathematically formulation
defines as Data sct as D with n objects, assume that
there is a partition A= {Al,+++ AK! of D.

Aij=nij/n,
Al =ni+/n,
Aj=n-+jm.

{(b) Internal clustering validation

Internal clustering validation measures evaluate the
goodness of a clustering structure with respect to
trustiness on information in the data inside of the
cluster  without external information. Internal
validation measures are useful for fincing the best
clustering algorithms and the optimal number of the
cluster without any other information (Liu et al.,
2010). Overall, this approach evaluates the clustering
algorithms and their resultsby using the quantitics
and features to the used dataset (Halkidi et al,, 2002).
Table 2 shows some popular internal clustering
validation measures with their cquation definition
(Aggarwal et al., 2014, Arbelaitz et al., 2013 Halkidi
ct al., 2002, Liu et al,, 2010).

Table 2 shows Internal clustering validation measures
where some mathematically formulation delines as D
use as data set, n use as number of objects in D, ¢
use as center of D, Ci use as the ith cluster.ni use as
number of objects in Ci, ¢i use as center of Ci, A usc
as attributes number of .k use as number of nearest
neighbors, d(x, y) use as distance between x and y,

NC use as number of clusters, qj use as number of

Ci's jth object’s nearest neighbors which are not in
cluster Ci;
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C‘ompactness and separation are two basic measurcs
for internal validation. Compactess is measured,
how closely related the data objects in the cluster
arca by lower variance indicates and numecrous
measures on the base of distance, such as maximum,
minimum or average for pairwise and center-based
distance. Separation is measured, how distinct cluster
is from other clusters for using compare cluster
density, centers, and minimum distances. Such
internal validate index as Davies—=Bouldin (DB), Xic-
Beni index (XB), and Silhouette index (S) consider
both evaluation criteria compactness and separation
and such as Root-mean-square standard deviation
(RMSSTD), R-squared (RS), and Modified Hubert
statistic  (considers  deseribe  only one  internal
validation aspect.

The root-mean-square standard deviation (RMSSTD)
validates the homogeneity of the shaped clusters by
the square root pooling sample attributes. R-squared
(RS) validates the degree of difference between the
clusters of the sum of squarcs. Here, the sum of
squares between clusters to validates the total sum of
squares of the whole data set. The Modified Hubert
statistic validates the difference between clusters by
counting the disagreements of data point pairs in the
partitions. The Calinski-Harabasz index (CH)
validates the cluster validity by average between-and
within-cluster on the basis of the sum of squares.
Index 1 (I) validates the separation by the using
maximum distance between cluster centers and given
the compactness by the sum of distances between
data points and iheir cluster center. Dunn’s index (D)
is given a minimum pairwise dislance bhetween
different clusters data point for intercluster and the
maximum diameter among different clusters data
point for intracluster compactness, The Silhouette
index (S) validates the clustering performance by
using the pairwise difference of the cluster distances
within and between the clusters. The Davies—Bouldin
(DB) validity index is uselul for cluster similarity
obtained by averaging all the cluster similarities, The
smaller index is indicating 1o the better clustering
result and the max index is indicaling the cluslers are
most distinet from. The Xie-Beni index (XB) validate
the inter-cluster separation by the mininum square of
the distance between cluster centers and also validate
the inter compaciness by the meon square of the
distance between all data points and its cluster center.
SD index (SD) validates average scattering and the
total separation of clusters. It validates compactness
by variables of cluster objects and also validates the
separation, difference by distances between cluster
centers.
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Table 1
External Clustering Validation Measures
(Aggarwal ct al., 2014, Arbelaitz et al., 2013 Halkidi et al., 2002, Halkidi et al., 2002, Liu et al., 2010)

No | External Clustering Validation Measures Definition
1 Entropy (£) _Z (Z Ay logA”)
2. Purity () Z ( ill)
A
A max; 2
3. F-measure (F) Aty Ay
Ap Aj
A 20—
Z} {max; % 'lf--_‘:‘f
4, Variation of Information (/) Ayj
( Z,:A‘logm_Ajla'gﬂj_zztz_f'qu Iﬂgrﬁil
S A
5. Mutual Information (A7) Z Z Ay log 3]
il Ay
—— - . i
6. Rand statistic (R) [(g) 5 (7;!) _ Ei( Ej) _ z”( 20)]
B
2
T Jaccard coeflicient (J) EU (“U)
7,
2:(3)+2:(5) - 2u ()
8. Fowlkes & Mallows index (FM) i (ng)
n;, Tl.j
%(7)+ % ( 2 )
T ] RN
9, | Hubert [ statistic I (') [(n) — E”( “) -3, (n;) -%; ( 2 ")]
ni n n;, n . 11
+2,(PG) -G -2 ()]
10, | Hubert I'" statistic IT1 (I') (1"21) -27, (nz£) =2, (1';1-) =¥y, (rgl)
(n
2
11. | Minkowski score (MS) o n n
f. " i
sz(z)‘*zf(z) 234 (5))
ﬂ.j
Z ( 2 )
12. | Classification error (£) g ;I;mv:lx,, Z}“uU)J-
13. | Van Dongen criterion {¥D) 2n — 2 TAx;n;; — max;n;
2n
14, | Micro-average precision (MAF) Z A (mﬂx Arj)
i 1A,
15. | Goodman-Kruskalcoeff (GK) Z 4 (1 — A_)
1A
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16. | Mirkin metric (M) Z n? + z n—2 z Z ng AI
{ i i i
Table 2
Internal Clustering Validation Measures
(Aggarwal et al,, 2014, Arbelaitz et al., 2013 Halkidi et al,, 2002, Halkidi et al., 2002, Liu et al., 2010)
No | Internal Clustering Validation Measures - Definition
1. | Rool-mean-square standard deviation {Zi Exe_ﬂ lx = Cillz}i
[AX(n — 1]
2. | R-squared (RS) Leep X — Cil I — Xy Xyee llx — Ci|?
Lep ||x — Ci]|?
3. | Modified Hubert statistic (I') 2 Z Z Z i -
i — 1) s iop Lizepdaiygp PR RECYSCIICHEN
4. | Calinski-Harabasz index (CH) ¥ md?(Ci, C)/NC
Y Xeecid?(x — Cf)/
5. [ 7index ( 1 d (x, F
n (.__ 'M maxyd(Ci, Cj))
NC El Ex ECE d(x- Ci}
6. | Dunn's indices (D) ) [ . (mﬂxﬂcwew d(x,y)) }
min, y min,
maxy [maxx‘y ack dx, y)}
7. | Silhouette index (S) Z Z b(a) —a(x)
NC L | ny Lyee max{b(x) a(x)]
8. | Davies-Bouldin index (DE) 3
i L B 406 CO) + Dy dx cn]/
WZ.- MAX) 4 . 1(Ci, C))
J
9. | Xie-Beni index (XB) i ce R 0L
mning j.id?(CL, CJ)
10. | SD validity index (S/2) Dis(NCppue)Scat(NC) + Dis(NC)
1 [la(cl|
Seat(NE) === /
We) =§el.; |l (o)
oy -1
; maxy; d(Ci, Cj) z . )
Dis(NC) = —————— d(Ci, C
is(NC) ming; d(Ci, Cf) &= j (e

V CONCLUSION

This paper reviews the core idea of big data, big daa
mining. big data storage structures, clustering and its
taxonomy with the validution measures Luxonomy,
This paper also defined how to  walidate  the
traditional clustering taxonomy by using internal and
external validation measures under big data mning.
These validation  measures  deline  clustering

algorithm given a more accurate and reliable cluster
under high volune, heterogeneous data and sources
with scalability. The first and sccond section of this
paper gives the basic background of evaluation of
traditional data to big data, big data dimensions, big
data mining, mnd clustering approach and define how
to clustering approach scalable under the big data
mining. The third section presents the concept ol all
existing clustertaxonomies by their crenlion process
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and behaviors. The fourth section defines various
cluster validation measures tor cluster accuracy under
the cluster internal and external natures. The overall
this paper presents various clustering approaches for
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ABSTRACT

The aim of this research paper is to find out faciors influencing ICT wsages on HRM practices in different
manufacturing Industries of Western Odisha and rank them according to the most influential factor fo less
infltential factor of ICT usages. The present study also determines the assaciation bebveen different factors af ICT
usages on HRM practices of Industries of Western Qdisha. The sample size was 8 HR managers from different
Manufacturing Industries of Western Odisha Data collection done through questionnaire by ranking of different
Jactors like giving 1 (o most influential factor, 2 given to 2" most influential factors on like so on to 24 influential
factor. Fried man ANOVA technique used for ranking of different influential factors of different manufacturing
Industries of western Odisha, Also Kendall's Coefficient of Concordance slatistic is used (o find the correlation
between the ranks of factors influencing ICT usages on HRM practices. The vesult shawed that there is a correlation
betwveen different factors influencing 1CT usages on HRM practices as W fonnd to be (741 and also finds  there is a
Significant difference among the facrors influencing ihe ICT implenientation on RA practiees in meamifocturing
industries of western Qdishea as Chi square vedue was found to be 35.57 hvhich is greaier than fabilated valie.

Keywords: ICT, HRM practices, Fricd man ANOVA icclhnique, Kendall's Cocfficicnt of Concordance, Chi square

value, Western Odisha

I INTRODUCTION

In this age of information. every organizalion wanls
lo develop their competitiveness and be the market
leader. The use of internet and different types of
technology advancement brought  revolutionary
changes around all the sphere of business world. All
organizations need o use new innovations to get a
vital position in this competitive global markei. Their
new  technology like ICT (information
communication lechnology) plays a major role in the
management of various industrics. Also the human
resource depariment also forced to use (his ICT
innovation in their opecrations to achicve competitive
advantage. In fact duc o use of HRIS (Human
Resource information svsiem) or ICT on HRM
practices reduces the overall cost of HR activities
which keep them to advance the HR system (Wiblen,
Grant and pery. 2010). More over the use of ICT in
HRM practices teduce manpower: cosl. time and
more impertantly can bring accuracy and cfficiency
in work. It can also eliminate human error and one
we can casily assess it silling at the place of its own
sile (obeng,, 2004), ICT revolution in the area of
human resources has served to all its stakeholders
including organizations. employs and the sociely.
There arc various [factors influencing these ICT
usages in HRM practices in various industries. The
researchers  attempled to  identily  those faclors
influencing 1CT usages in HRM practices of selected
manufacturing industries of western Odisha and also
ranking the most influential factor of ICT usages for
HRM practices.
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II STUDY AREA

HRIS is a systematic procedure for collecting,
storing, maintaining, reirieving and validating the
data needed by an organization for its human
resources, personncl activities and organization unit
characteristics Walker (1999). It can support long-
term planning in relation to manpower (Kovach et
al,, 2002) including supply and demand [lorecasts,
staffing, scparations and  development  with
information on (raining program costs and work
performance  of (raince. 10 can also  support
compensation  programs.  salary  forecusts, pay
budgets. employec relations. coniract negotiations
elc. Communication and information lechnologies
have added value to HR applications which helped in
developing a human resource information systemn
(HRIS). Human Resource Information System
(HRIS) as a compulerized system used to collect,
record, and store, analyze and retrieve data pertaining
to organization’s hmman resources Alwis (2010), He
also defines Human Resource Management Syslem
(HRMS) as a tool designed to cnsure that the
organization’s human resources are recruited,
sclected.  developed. employed. deployed, and
supported effectively. Emergence of HRIS and its

journey [rom mere administrative worker lo stralcgic

parlner 1o new  age  relationship  builder and
knowledge facilitator explores by Kashive, N.(2011)
,Also hie studied the challenges and benelits of HRIS
and also comparcs three model for HRIS with "™
advantages and limitations.  HRIS has high impact
on Human Resource Managemenl stralegies in
Jordanian commercial Banks Mohmoud
Khaled,(2014).By using simple regression analysis
he found that HRIS had o significant effcet on
Human resource  management  stealegies.  Human
Resource Information Sysiem (HRIS) have used for
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more strafegic purpose because it do more [aster than
any other method with less time and with less
manpower Rakib & Bhuiyaan, (2013). Hc studicd
the use of Humun Resource Information System in
both the manufacturing sector and service sector. For
this they used Simple Non Probability Sampling
method .Data  Collection done through Scmi
Structured  Questionnaires and  used  correlation
analysis for cstablishing relationship between
variables. HRIS provides an organisation more
flexibility  administeatively  and  strategically
Srivastav Shefali (2014).5he studied the importinee
of the Human Resource Information System in the
current Scenario. She used Simple Random Sampling
for her study and Descriptive Statistics and Chi
Square Test for data analysis, The use of IT in
HRM in organizalions helped a lot to human
resource stalls o free from routine job roles and
cnable them to congentrate on stralcgic planning
human resource development in this  globalization
era Pinsonneault (1993). Organizational
environments have become inercasingly complex.
Managers in lhese organizations face growing
difficulties in coping with workforces as they are
spread across a varicty of countrics. cullurcs and
political systems, Managers can utilize I'T as & ool in
general as well as in human resonrce [unctions to
increase (he capabilities of the orgamization Tansley
and Watson (2000). Hong Kong indusirics perecived
that the greatest benefits to the implenentation of
HRIS were the quick response and nccess lo
information that it brought, and the greatest barrier
was insufficient financial support Ngai, EW. et al.
(2004). Also they present a comprehensive lilemiure
review of human resource information sysieins
(HRIS) and to rcport the resulis of a survey on the
implementation of HRIS in Hong Kong. Maorcover.

there was a statistically significant  difference
between HRIS adopters and  non-adopters.  and
between small. medium.  and  large companies.

regarding some potential benefits and barriers to the
implementation of HRIS. Altarawnch and Shqaira,
(2010) studied the extent to which public Jordanian
Managemenlt of SME. A Siudy on the use of
Applicant Tracking System (ATS) suggested o model
of Human Resource Information Sysiem  with
reference to application tracking system in a small
seized enterprise (Mulkherjee, Bhattacharya and
Bern 2014), Mumoudow,5., Joshi,G.P..(2014), in
their paper “Impact of Information Technology in
Human Resources Manngement™ give  a briel
overview about possibilitics of 1T usage in HR ficld
for measuring and tracking humim capital and using
the HR information system, There is an impact of
(HRIS) on Human Resource Manageiment Stralegics
in Jordanian Commercial Banks (Shawableh, 2014).
By using simple regression analyvsis found that HRIS
had a significant effect on  Huoman  Resource
Management  Strategies in Jordanian  Commercial
Banks._Shahzadi and Lodhi (2014) studicd the
impact of Enterprise  Resource Plinning  svsiem
implementation  in Human Resource management
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uiiversitics have  adopted  Human  Resource
information System (HRIS) and examine the HRIS

uses, benelils and  HRIS barriers in Jordanian
universitics.  They  constructed a  structurcd
queslionnaire 1o get data from HRIS users in

Jordanian universitics. HRIS have quick work and
quick aceess to information done. Butl here were
some  HRIS implementation barriers  like  the
insufficient financial support, difficulty in changing
the organization’s culture and lack of commitinent
[rom lop managers studicd (he applications of HRIS
in human resource management (HRM) in Indian
companies."Technical and strategic HRM™ and
“performance and reward management” are the mosl
important factors for HRIS applications. The most
common application of HRIS in organizations
working in India was found (o be in “employee
record”, and “pay roll” system, Also “technical and
strategic  HRM™.  “performance  and  reward
management” and “corporate communication” were
also used in Indian companies. By the results of
ANOVA they found that manufacturing and service
companics differed significantly on all sophisticated
HRIS applications and by Mean scores they got on all

the sophisticaled HRIS  applications.  scrvice
companies had  significant  edge over the
manufacturing  companies.  Also  Indian  and

multinational companies did not differ significantly
on any of the HRIS applications (Kundu and
Kadian, 2010). HRIS increases the efficiency of HR
functions like payrell, time, and attendance, appraisal
performance,  recruiling, learning management,
training system., performance record. cmployce sclf-
service, scheduling, absence managemenl, syslems,
styles, reduced HR cost, increased motivation of the
HR. personnel cle. (Shiri, 2012)._The impact of IT on
HRM and it lead to the emergence of HRMSE. Tt
merged all HRM activities and processes with the
information technology ficld while the programuming
of data processing systems evolved into standardized
routines and packages of enterprise resource planning
software (Adewoye 2012). There is a inflluence of
Information Technology on  Human Resource
practices .They used Convenient smmpling method
and sample size was 300 They used Queslionnaires
method consist of different items related 1o ERP
producl, HRM activities and  organizational
productivity. They used Structural  equation
madelling and regression analysis for data analysis.
They found the ERP implementation have negalive
impact on  recruitiment and selection and also not
showing relation with compensation and benefits but
having positive impact on training and development
of employees. V. K. Jain (2014) studied the impact
of ICT on human resource management praclices.
According to him Humin Resource Management
(HAM) is not limited to recruitment and waining, It
has become an inseparable part of every organization,
ICT and HRM bath are closely related to each other,
ICT has signilicant  impact  on increasing  the
elficiency of recruitment. development and decision-
making,  maimenanee,  funciions, Khoualdi &
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Basiahel, (2014) explored the benefits of using the
SAP system lo manage the human resource at the
Saudi Electricity Company (SECQ) and find out the
challenges for implementation of SAP. They used
employee [eedback to find results,.  They used
Pearson’s Coclficicni of Correlation and One-sample
T-Tesi, They found that by using SAP all functions
should be easy like faster data retrieval and getling
data, reduccd cost. speedy transaction, increasing
customer satisfaction elc. Ejaz Ali et al. (2015)
analyze the moderating impact of ERP module
(HRIS/HCM) on the relationships between human
resource managemeni practices and organizational
performance. Data were collected through structured
guestionnaire method after establishing reliability and
validity. The SPSS were used to assess the model
fitness. hypotheses testing and to cstablish validity of
the instruments through Pearson Inter-correlation
Matrix. A total 220 cmployees of 25 firms from
corporate sector were sampled through simple
random sampling technique. He found that HRM
practices (selection. compensation) and HRIS have
significant impact on organizational performance.
The results further showed that HRIS moderaled the
relationships: between selection, compensation and
organizational performance. ICT was found to have
significant and positive effect on Human resource
management practices Elhazzam, (2015). In his
paper “The effect of ICT on Human Resources
Management Practices (case of number of
organizations in southwest Algeria: Bechar city)
cxplorcs the cffect of ICT on HRM practices.
Information  communication technology (ICT)
improves the efficiency; innovation reduces the time
help in easier [unctioning of the organisation. It

improves the performance of the employee. Tt helps

to reduce the work time Vohra et al. (2015). In his
hwman  resource  management  and  developiment
functions like recruitment, mairicnance  and
development.  management  development.  skills
development and organizational development have
strong association with acceptance level of ICT in
human  resource  management  and  development
among different private. public private parinership
and government institutions in Bangladesh, David et
al. (2013) sludicd cmployces™ perceplion in order lo
cxplore the Information technology enabled human
resource functions across the globe, The study
revealed seven faclors namely “Compensation”.
“Overall Development”™.  “Efficiency™,  “Reliable
features”, “Motivation”, “Employvee  benefits”™,
“Commitment”. They found human resource
information sysiem (HRIS) practices will have a vital
influence in this ares and HRIS has become a key for
developing and improving organizational
effectiveness, Muriithi, ¢t al. (2014) in his paper
“Effccts of Human Resource Management Praclices
and firm performance in listed commercial Banks at
MNairobi Securities Exchange™ explores the factors
affecting the success of HRIS adoption in the listed
companies at the Nairobi Securitics Exclimge and
how the use of HRIS stratcgically and positively
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paper” Impact of Information and Communication

Technology in HRM™ study the Impact ol
Technology Advanccment on Human  Resource
Performance, Challenges in  human resource

management from technological advancement and
Imporiance of ICT in human resource performance
for this he laken [acior analysis and found Lhe
conclusion that ICT inproves organizalional
cfficicncy. Positive impact of ICT are so high that it
over shadow the negalive impacis bul they also slate
that quantity of communication increased but quality
of conversalion decreased, level of the usage of HRIS
and Electronic recruitment within medium-size and
large Croatian companics and (o cvaluale  the
relationship among the usage of these modern
managerial tools and the overall success of human
resource management within these companics are
studicd by Wihan and Eileen (2016). Pivae, 8.,
Tadic, I, Marasovic, B., (2014). The usage and
acceplance level of ICT in human resource
management and development at different institutions
in Bangladesh was studied by Faroque, O,
Amin.R., (2016) Frequency  distribution,
descriptive slalistics, chi-square analysis have been
used in the study. The data were collected from 67
private, governmeni and Public Private Partnership
(PPP) orpanizations [rom different arcas in
Gopalganj. Bangladesh by purposive  sampling
technique. From Descriptive statistics they found the
usage level of ICT in most of the areas of human
resource management and development in the private
institutions is much more than that of governmemnt
institutions. On the other hand. the usage level of ICT
in most of the arcas of human resource managemient
and development in the banking and financial
organizations are much more than that of other
organizations, By using x2-test, they found different
impacls on [irm perforinance. Karanja, (2014)
studicd how ICT can make academic management of
Kenvan public universities more eflective and
efMicient and also find out the challenges that require
1o achieve (his elfectiveness through ICT. He found
ICT has became an important tool in management of
universities .As compared 1o privale universilies
Public universities are lacking in some ficld of ICT
uses in Kenya, Khashman, (2016) cxplores (he
impact of human resource informaiion system
(HRIS) on organizational performance in Jordanian
privale hospitals: by examine the HRIS components
like job analysis, recruilment. selection. performance
appraisal applications, and communicalions have a
significant impaci on organizational performance like
elficiency and cfTectiveness, The data was collected
through gquestionnaire method, The population of the
research included all private hospitals located in
Amman city and the sample size of the research was
170 ecmployees working in HR departments from the
private hospitals. Fe found that there is a positive
impact of the HRIS applications on organizational
performance and of employees has positive altitudes
towards all human  resource  information  svstem
applications. Piabue et al. (2017) in their paper “The
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impact of ICT on the efficiency of HRM in
Cameroonian  enterprises: Case of the Mobile
telephone industry™ study the impact of Information
and Communication Technology on the efficiency of
Human Resource Management in the Camcroon
mobile Telecommunication  Sector,  They  used
exploratory research design for the study and the
sample size was 120, They used Pearson corrclation
coclficient was used to establish the relationship
between the variables and regression analysis for
establish the combined cffect of study variables on
the dependent variable. They found a significant
positive relationship between ihe use of ICT in
sclection and recruitment, training and development.
Human  resource  planning,  evaluation  and
compensation and human  resource management
efficiency., Khern5.N and Gulati. K (2013) focuses
on the role of HRIS in HRP. The research was
empirical in nafure as 127 respondents from top 7 IT
companies (as per their market share) were taken.
The rescarch was done with the help of (he
questionnaire. After analysis they found that HRIS
has various benefits but (he foremost is HRIS stores
vital data aboul the employees of the organizalions
that helps in human resource planning. HRIS also
helps in the strategic activities of HR managers and
more i (raining and development, succession
planning. applicant  tracking in recruitment  and
sclection and manpower planning. While analyzing
the overall contribution of HRIS in HRP it was
concluded that HRIS identifies filled and unfilled
positions in an organizafion very effeelively and
accuraiely, Kavanagh, et. al. (1990) also found that
HRIS works interactively with human resources
management [unctions such as human resource
planning. staffing. training and carcer development.
performance  management, and  compensation
management.  They  forther  concluded  human
resource information system in a sequence called
management information system. decision suppol
system and executive supporl system, transactional
processing sysiem, J. Anitha and M. Aruna, (2013)
in their paper “Adoption of Human Rcsource
Information System in Organisations”  identify
various variables that influence adoption of HRIS or
any  Information  Syslems through a  thorough
literature study and consolidate them under four
major faclors namely Technological, Organisational,
Environmental and Psychological Factors. Validating
this model would help the organisations fo
understand the essential focus areas for successful
adoption of HRIS. Hanif M1, Yunfei S, Hanif M5,
Muhammad ZU, Ahmed KT, et al. (2014) explored
the faclors that influcnce (he decision making
regarding HRIS adoption in the telecom scctor of
(c) Methodology

Sample size was 8 Homan Resource numagers [rom
different Industrics of western Odisha like Acc
cement limited Bargarh, Bhusan steel Plant SMC
Virgy steel CAryan stecl |, Espl, Shyvam Div [rom
Jharguguda and Sambalpur region.Data collection
done through questionnaire by ranking ol different
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Pakistan particularly PTCL. The study has great
significance as it contribuies 1o the existing body of
knowledge by providing improved understanding of
the wvarious technological, organizational and
environmental factors which facilitate or prohibit the
FRIS adoption decision in the lelecom scclor of
Pakistan, There are some influential factors of HRIS
adoption in Bangladesh. Most of the variables arc
retricved from the literature review. Primary data has
been collected through survey by distributing
structurcd questionnaire to the cmployees of the
arganizations. Some [Aciors such as organization,
Technology and Environment of the organization arc
found to be most influential factors for HRIS
adoption in ihe organizations. The study indicates
that the practice of HRIS has positive effects on the
organizational performance (Khan,A.R., et.al. 2015).
There are some critical factors that influencing the
decision of to adopt HRIS in hospitals management
in Bangladesh (Alam et al. 2016) .

111 OBRJECTIVES, HYPOTHESI &
METHODOLOGY

(a) Objectives
(i) To identify the factors that arc most likely to
influence the [CT implementation in HRM
practices in the manufacturing industries if
Western Odisha.
{ii} To rank the factors influencing ICT usages

for HRM practices across  diflerent
manufacturing scelors of Western Odisha.
(iii) To  determine  whether there is  any

correlation between the ranks obtained on
factors mfluencing ICT usages on HRM
practices of Industries of Western Odisha.

() Hypothesis
(i) Hi: There is no significant  difference
among the factors influencing the 1CT
implementation on HRM praclices in
manulacluring industries of western Odisha.
(i1) H,y: There is a significant difference among

the  factors  influencing the ICT
implementation on HREM praclices in
manufacturing industries of western Odisha,

(i) H,2: Different  Organizations  wise  {he
ranking of factors influencing ICT usages
are independent of the type of organizations.

(iv) H.2: Differemt  Organizations  wise  the
ranking of factors influencing ICT usages
are not independent of the twpe of
organizalions.

factors like giving 1 (o most influential fclor 2
given to 2™ most influential factors on like so on to
7" influential factor.
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The non-parametric test such as Fried man ANOVA
technique used for ranking of different influential
factors of different manufacturing Industries of
Odisha.

wesiern

Also Kendall's CoelTicient

of

1V DATA ANALYSIS

Tablel

Ranks given for the Factors

IS8N: 2278-4187

Concordance statistic is used to find the correlation
belween the ranks of factors influencing ICT usages
on HRM practices.

FACILITAT
ING
CONDITIO

N

48

2304

| ORGANIZATI REDUC SAFETY COMPETIT INCREASED IMPRO
| ONS ED . AND IVE PRODUCTIV VE
‘ COST . SECURI PRESSURE, ITY . QUALI
AND- . TY TY OF
TIME WORK
Bhusan steel 1 2 3 4 3 7
ACC cement 2 1 6 3 7 3
Hindalco FRP 3 1 5 2 ¢ i
Aryan sicel 3 2 4 1 7 6
SMC 2 | 4 3 5 7
Viraj 2 | 3 4 6 3
ESPL 1 2 3 5 4 7
Shyam Dry 3 2 5 1 6 4
Rj 17 12 33 23 46 45
Rj* 289 144 1089 529 2116 2025
Table2
Descriptive Statistics
N Mean Std. Deviation | Minimum | Maximum
Easy of use 8 213 833 1 3
Reduced cost & time b 1.30 535 1 2
Safety and security b 4.13 1.126 3 6
Compelitive pressure 8 2.88 1.458 1 3
Increased productivily b 5.73 1.035 + 7
[mprove quality of M 563 1,302 4 7
work
Facilitating condition b 6.00 1.069 4 7
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Table 3
Ranks
Mean Rank

Easy of use 2.13
Reduced cost & time 1.50
Safety and sccurity 4.13
Compelitive pressurc 2.88
Increased productivity 575
linprove quality of 563
work
Facilitaling condilion 6.00

Table 4

Test Statistics”

N
Chi-Square
df

Asvmp. Sip.

8
35.571
G

000

a, Fricdiman Te
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sl

Table 3
Ranks
Mean Rank

Easy of use 2.13

Reduced cost & time 1.50

Safety and security 4.13

Competitive pressure 2.88

Increased productivity 5.75

Table2
Descriptive Statistics
Mcan Std. Deviation | Minimum | Maximum

Easy of use 8 213 835 1 3
Reduced cosi & time 8 1.50 535 1 2
Safety and security 8 4.13 1.126 3 6
Competitive pressure 8 2.88 1.458 1 5
Increased productivity 8 5.75 1.035 4 7
Improve quality of g 563 1302 n -
work
Facilitating condition 8 6.00 1.069 | 7

Improve quality of 5.63

work

Facilitating condition 6.00
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So. here the calculate value of fried man statistic value that is x° is 35.571 .Here the number of columns(k) is 7,

The table value for 5 percent level of significance for (k-1) degrees of freedom (that is 6) is 12.592. So. caleulated
Value of Chi square (35,571) is greater than tabulated value of chi square (12.592).

So ,we reject the null hypothesis of no significant difference among the factors influencing ICT usages on HRM
Practices of different manufacturing industrics of western Odisha. So, aliernate hypothesis is accepted that there is a
Significant difference among the factors influencing the ICT implementation on HRM practices in manufacturing
Industrics of western Qdisha. Looking at the R; score, it finds that reduced cost and time is the most influcntial
Factor for ICT usages on HRM practices for manufacturing industries of western Odisha.

Ho: Different Organizations wise the ranking of factors influencing ICT usages are independent of the type of
Organizations.

Table 5
Ranks
Mean Rank
Easy of use 2.13
Reduced cost time 1.50
Safety and security 4.13

Competitive pressure | 2.88
Increased productivity | 3.73
Improve quality of 5.63
work
Facilitating condition | 6.00

Table 6
Test Statisticy

N 8
Kendall's W* 741
Chi-Squire 35.571
dr 6
Asymp. Sig. 000
a. Kendall's Cocefficient of
Concordance

Ha: DilTerent Organizations wise the ranking of [actors influencing ICT usages are nol independent of the type of
Organizations.

Here the Kendall's Cocflicient of Concordance is found ta be . 741 which is mare than .05, : :
Sn, here the null liypolhesis (he ranking of factors influencing ICT usages are independent of (he type of organizations was rejected and
we found that there is 4 correlation between the ranks of Factors influencing ICT usages on HRM practices of Industrics of Western Odishi

V CONCLUSION organizalion while choosing ICT. It will also help
othier stakeholders of the industrics of Weslern
The usage of ICT in HRM practices cnhances the Odisha and to (he society. This paper identifies mos|

effectiveness of industries of Western Odisha. This influential factor is the cost and fime reduction then
paper lakes a step forward lowards cffectively casc gl’ use lth:n compcliln:c pressure then salcly and
identify the factors influencing ICT in  these 5'3':”"“."}'_“3“ improve quality of work _then improve
industrics and ranking of different factors most productivity and last the facilitating condilion.
influential to less influential factors. Its seven [lold Further the study can also help in undertaking
dimension covered under seven questions namely rescerch work in other similar areas of ICT usages on
eise ol use. competilive pressure. reduced c¢osl and HRM practices.

time. safety and security. improve quality of work,

facilitating  condition and increased productivity

altempls 1o cover almost every area periaining 1o
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A Survey on Multi Oriented Text Recognition
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ABSTRACT

Increasing use of smart phone i our dav to day life to capture images initinles a need to recognize lext from natural
images which iy nowadays a hot research topic in the field af conygter vision due to its various applications. Text in
natural scenes exists in almost every phase of aur daily life. From the facade of the buildings In our cify to the cover
of @ hool in our librarv. Undouhtedly, lext is among the most brifliant and influential creations of humankined.
Despite the enduring research of several decades on optical character recognition (OCR), recognizing texts from
natural images is still a difficult task because of series of grand challenges which is still be encountered when
detecting and recognizing text. Scene texts are offen found i irregular shape (ewrved, or arblirarily orienfed) and
its recognition not yet been ell addressed in the literature. Most of the existing methods on text recognition wark
with regular thorizontal) texts and net generalized to handle irregular fexis. This survey is aimed al summarizing
and analyzuig the major changes and significant progress of wmulti oriented text recagnition in the deep learning

erd.

Keypwords: Scene (ext recognition, oplical characler recognition, deep learning. Smart phone,

I INTRODUCTION

Scene toxt recognilion is an essentinl process in
compuler vision tasks, Many practical applications
such as traffic sign reading. product rccognition.
mlelligent inspection, and image searching, benefit
from the rich semantic information of scene lexl.
With the development of scene lext delection
methods. scene character recognition has emerged at
the forefront of this research topic and is regarded as
an open and very challenging rescarch problem,

Nowadays, regular text recognilion methods have
achicved notable success, More-over, methods bascd
on convolution neural networks have been broadly
applied. Integrating recognition  models  with
recurrent neural networks and attention mechanisms
vields beller performance for these models.
Nevertheless, most  corrent  recognition  models
remain (oo unstable to handle multiple disturbances
from the environmeni. Furthermore, the various
shapes and dislorled patlerns of imregular lext cause
additional challenges in recognition. As illustrated in
Fig, 1, scene text with irregulor shapes. such asg
perspective and curved text. is still very challenging
lo recognize (Liv et al, 2019: Luo et al. 2019).Curved
text defection is a difficult problem that has not been
addressed sulliciently.

Reading text is naturally regarded as a mull
classification task involving sequence-like objects,
Usually, the characlers in one text are of the same
size. However. characlers in different scene texls can
Vary in size.
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Fig No.1 Examples of reguliar and irregular scene
text. (a)Regular text. (b) Slanted and perspective
text. (¢) Curved text.

11 REVIEW OF LITERATURE

Scene text understanding essentially includes two
tasks: text detection and word recognition. Here we
present a brief introduction to related works on text
delection, word recopnition. and lext spolling
systems that combine both,

(a) Text Detection:

Text delection aims to localize text i unages and
generale  bounding boxes for words. Exisling
approaches can be roughly classified into three
calegorics: character based, text-line based and word
based methods (Li et al. 2017).

(i) Character based methods: It firstly finds
characters in images, and then group them
into words. They can be further divided into
sliding window based (Jaderberg M et al,
2014: Wang T et al., 2018) and Connecled
Components (CC) based methods. Sliding
window bascd approaches use a (rained
classifier to detect characlers across (he
image in a oulti-scale sliding  window
fashion, CC based methods scpment pixels
with consistent region propertics (i.¢., color,
stroke width, density, etc.) into characiers,
The detected characters ave [urther grouped
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into  text regions by  morphological
operations. conditional random ficlds or
other graph models.

Text-line based methods: It detects lext
lines firstly and then scparates cach line into

(ii)

mulitiple words. The motivation is that
people  nsually  distinguish  text regions
initiallly even il characters are not

recognized. Based on the observation (hat
text region usually exhibits high sell-
similarity to itself and strong contrast to ils
local  background, (Zhang o al
2016)propose  to extract text lincs by
exploiting symmetry property and localize
text lines via salient maps that are calculated
by fully convolution networks. Posl
processing techniques are also proposed in
to extract text lines in multiple orientations.
(iii) Word Based Methods: More recently, a
number of approaches are proposed lo
deteet words directly using DNN based
lechniques. such as Faster R-CNN. YOLO,
55D (Lict al, 2017). By extending Faster R-
CNN, (Zhong et al. 2017) design a text
detector witha multi-scale Region Proposal
Network (RPN) and a multidevel ROI
pooling layer. (Tian et al., 2016) Develop a
vertical anchor mechanism, and propose a
Connectionist Text Proposal Network
(CTPN) Lo accurately localize lext lines in
images. (Gupta et al. 2016) use a Fully
Convolution Regression Network (FCRN)
for cfficient text detection and bounding box
regression. motivated by YOLO. Similar to

SSD, (Liao et al, 2017) propose “Text Boxes”

by combining predictions from muliiple
feature maps with different resolutions, and
achieve the best-reporlied text detection
perlormance on datasets.

(b) Text Recognition: Traditional approaches to
text recognition usually perform in a bottom-up
fashion, which recognize individual characlers
firstly and then integrate them into words by
means of beam search. dynamic programming.
cte. In contrast. (Jaderberg ct al.2014) consider
word recognition as a multi-class classification
problem, and categorize cach word over a large
dictionary (abouwt 90Kwords) using a deep
convolutional neural network (CNN). With the
success of RNNs on and writing recognition, He
el al. and Shi et al. treat waord recognilion as i
sequence labeling problem. RNNs are emploved
to generate sequential labels of arbiteary lengih
witheut character scgmentation, and
Connectionist Temporal Classification (CTC) is
adopled lo decode the sequence. (Shi X, at al,
2016) proposc lo recognize fext using an
attention-based sequence-to-sequence leamn-ing
structure. In this manner, RNNs automatically
learn  the character-level language  model
presented in word strings rom he tiining data,
The soft-attention mechanism allows the nodel
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to selectively exploit local image features, These

networks can be trained end-to-end with cropped

word patches as inpuls. Morcover, Shi ¢t al.

insert a Spatial Transformer Network (STN) 1o

handle words with irregular shapcs.

(i) Multi-Oriented Text Recognition:
Compwed  with regular  text recognition
work. irrepular lext recognilion is more
difficull. One kind of irregular text
recognilion method is  the boltom-up
approach which searches for the position of
each character and then connects them,
Another is the top-down approach, This type
of approach matches the shape of the text.
attempts to rectify it, and reduces the degree
of recognition difTiculty.

In the boltom-up mamner. a  lwo-dimensional
attention mechanism for irregular lext was proposed
by (Yang ct al. 2017)Bascd on the sliced Wasserstcin
distancc. the attention alignment loss is adopled in
the training phase. which enables the attention model
to accuratcly cxtract the character features while
ignoring the redundant background information,
(Cheng et al. 2018), proposed an arbitrarv-orientation
text recognition network, which uses more dircct
information of the position to instruct the network (o
identify characters in special locations.

In the top-down manner, STAR-Net used an affine
transformation network that transforms the rotated
and differently scaled text into more regular lext
Meanwhile. a ResNet is used Lo extract features and
handle mere complex background noise. RARE
regresses Lhe fiducially tnnsformation poinls on
sloped lext and even curved lext. thercby mapping
the corresponding poinis onlo standard positions of
the new image. Using thin plate spline 1o back
propagate the gradients. RARE is  end-lo-end
oplimized. (Luo et al. 2019) proposed o MORAN
model which uses the top-down approach. The
MORAN consists of a multi-object rectification
nctwork and an attention-based sequence recognition
network. The multi-object rectification network is
designed for rectifying images that contain irregular
text, It decreases the dilficulty of recognition and
enables the attention-based sequence recognition
network 10 more easily read irregular ext. But the
MORAN will ail when the curve angle in lext is loo
large.
(¢) Text Spotting: Text spolling needs to handle
both text detection and word recognition. (Wang
ct al. 2017) takc the localions and scorcs ol
detected characters as input and try to find an
optimal configuration of a particular word in a
given lexicon, based on a piclorial stuctures
formulation. (Neumaun et al, 2013) use a CC
based method for chamacter detection. These
characlers are then agglomeraled nlo text lines
based on heuristic rules. Optimal sequences are
finally found in each fexi line using dyvinmmic
programming. which are the recognized words.
These recognition-bascd pipelines lack explicit
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word delection. Some lext spolling sysicms
Nirstly generale text proposals with a high reeall
and a low precision, and then refine them using a
scparale recognition maodel it is expected that a
strong recognizer can reject false  posilives.
especially when a lexicon is given. (Jaderberg et
al. 2014) use an ensemble model Lo generale lext
proposals, and then adopt the word classifier in
for recognition. (Gupta et al. 2016) em-ploy
FCRN for text detection and the word classifier
in for recognition. (Lino et al. 2017) combine
“Texl Boxes™ and “CRNN", which yield state-
of-the-art text spolling performance on datasels.

HI BENCHMARK DATASETS

Despite the success in Scene text deteclion &
recognition, current methods are only evaluated on
single datasels after being trained on them separately.
 Naturally, a new dataset representing several
challenges would also provide extra momentum for
this ficld. Evaluation of cross dataset generalization
ability is also preferable. where the model is trained
only on one dalaset and then tesied of another. We
have collected existing datasets supporting mult
oriented text summarized in Tab.1.

The CTWI500 datascl contains 1500 images, with
10,751 bounding boxes (3,530 are curved bounding
boxes) and at least one carved text per image. The
images were manually cxtracled from the Inicrnei,
image libraries, such as Google Open-Image, and
data collected via phone cameras. which also contain
a large amount of horizontal and multi-orienied lext.
The distribution contains indoor. outdoor. born
digital. blurred. perspeclive distortion text and other
text. This dataset is multilingual. containing mostly
Chinecse and English text, Some of the images from
this dataset is shown in [ig 6.

Table 1
Datascts with support for multi oriented text
Images
Traini : :
Vata ng / Orieatatio Language [ Remark
Set : n ;
Testin
g
CTW15 1000/5 [Multiorient| English,
i 00 ed | Chincse
(2019)
[CDAR | 1000/5 [Multiorient ;
ho15 00 g English [Blur Images
ICDAR oo
RCTW( 8(1.?2-;/4 Mulggncul Chincse
2017) =
Tatal- ol
Text 1%505/3 Curved ‘E.Ej:j;::
(2017)
CTW | 25K/6 |Mulliorient ;
2017) K Sl Chinese
Some
COCO- ¥ 3 Bl
T t?iﬁﬂﬁi Multiorient English mmgcsd_o
3686 ed nol contain
(2017)
lext
MSRA- |300/20 (Multiorient| English. i daet
TD3500 0 ed Chinese | '8¢

In the same way Fig 2. Fig 3. Fig 4 and Fig 5 shows
sample images from MSRA-TD300. ICDAR2015.
ICDAR2013, COCO TEXT dataset, (Lin Y, et al,
2019:Mu J et al. 2018).
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Fig No.5

. Examples of detection results. From left
to right in columns: ICDAR2015, ICDAR2013,
MSRA-TD500, MLT, COCO-Text.

Fig No.6 Examples of annotations in the
CTW1500 dataset [1]

1V SIGNIFICANT WORK FOR MULTI ORIENTED TEXT RECOGNITION

Table 2
Significant Work on Multi Oriented Text Recognition
;: ?\;'::::: Year Proposed Work Dataset Used Remark
(Lin et al. 2019) proposed a new dalaset called Proposed  datasel
Yuliang gﬁi?:alszméun?:c;mizill“gTl:;l;‘m;)lrso E:;f;';:sc dan: CTW1500, could be enlarged
: b et.a) 4 Feb 12 polygon-based cur\'éd’le\'l detector that can detect SO, 9 4 curved-_tcm-
[1] g i, .| MSRA-TD300 | based recognition
curved text without wusing an  empirical dntriset
combination
(Luo et al. 2019) Proposed a multi-object rectified HIT5K
attention network (MORAN) for scene text SVT )
recognition. The proposed framework involves ICD.:XR.‘QGD'-! ‘
Canjic lwo stages: rectification and  recognition. 1cD ARZOl-i' Tt_m MORAN will
2 Luoetal, | 10Jan 19 | rectification transform an image containing Icn AR.201‘5, fail when the curve
2] irregular text into a more readable One. For SVT- 2 angle is too large
recognition attention-based scquence recognilion | oo i
o : ;. ; peclive
nelwork was desigued lo recognize the reciified and CUTER0
image and outputs the characters in sequence '
(Cheng et al. 2018) develop the arbitrary E;JT:]}MT:‘EM] (i
orientation network (AON) to directly capture the it of
deep features of irrcgular fexts, which are CUTESO parameters are
combincd into an atiention-based decoder 1o ' g :
Zlionzion cnerate characler sequence, develop an arbitrary SV ) majr conees: i
3 Cheng et | 22 Mar 18 Lel i it fita ¥ B e rizonaa) Perspective, resource-
al. [3] Gricnianon TEpVOTK. CORSIEING Of I Nt | TSk, SVT | constrained
network (HN). the vertical network (VN) and the and ICDAR Gt Sl gy
character placement clue network (CN) for rhedded
extracting horizontal, vertical and placement computer
features respectively. Sysias
(Yang et al. 2017) Developed a robust end-fo-end Fobire  diestions
neural-based model which includes two learning vomd B B
components: (1) an auxiliary dense characler SVT- Sebin the
‘ detection task using a FCN that helps to learn text i
Xiao specific visual patierns, (2) an alignment loss that Eerapastive propos;r} text
4 Yang ¢l 19 Aug 17 id idance to the training of an attention LCUTES0, recognition model
al [4] FISIYIERS GUEANG ALINE OF A0 SNSANON. | romARD3, with  a  lext
model. Also generated a large-scale synthetic | o derestien difiad

datasct
containing perspectively  distorled and  curved
lext.

for a full cond-lo-
cnd system,
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(Ma et al. 2018) present the Rotation Region
Proposal Networks (RRPN). which are designed
to  penerate  inclined  proposals  with  (ext | MSRA-
5 Jiangi Ma 15 Mar 18 oricntation  angle  information. The angle | TD30O, consider only three
i ct al|5] - information is then adapled for bounding box | ICDAR 2015, | datasets
regression  to make  the proposals more | ICDAR 2013,
accurately [it into the text region in terms of the
orientation.
(Lyu et al. 2018)propose a model to deteet seene
text by localizing corner points of text bounding {ggﬁ:g‘gg}; m:::: Cestwo li:;
Pengyuan boxes and segmenting text regions in relative MSRA- ' e"[;emel X close‘ it
6 Lyuetal | 27 Feb 18 | positions. In inference stage. cundidale boxes are TD300. MLT n’ﬂ , r::; dict 'lh .
(6] gencrated by sampling and grouping comer and CdCD— h: cﬂusﬁl i 2
points, which are further scored by segmentation Text i x
maps and suppressed by NMS, : )
(Shi ¢t al 2016), proposc RARE (Robust text | 11T 5K- .
Baoguang recognizer with Automatic rectification) RARE is | Words,Street 1I-|l1cd1d nglt‘ clTod-;er?;
7 Shietal 12 Mar 16 | a specially designed deep neural network, which | View Text, Goons lokt Seadin
171 consists of a Spatial Transformer Network (STN) | ICDAR 2003, bl : &
and a Sequence Recognilion Network (SRN) ICDAR 2013 PIERIERR:
Y CONCLUSION [3] Cheng Z. Bai F, (2018), AON: Towards
arbitrarily-oriented  text rccoghition, In
The past scveral years have wilness the significant Proceedings . of the IEEE Confercnce on
development of methods for detecting & recognizing Computer Tision and Pattern Recognifion

a text, Despite the success so far. methods for text
delection and recognition are still condronted with
several challenges. Existing iecthods on  lext
recognition mainly work with regular (horizontal)
texts and not generalized (o handle irregular texts.
While human have barely no difficultics localizing
and  roccopnizing  text. current  methods arc  not
designed and trained clfortlessly.

The recent work on mulli oriented text recognition
address the problem of handling ivregnlar lext but
still  they have not vet reached human-level
performance & still there is scope for improvement.
Few datascls are available which supporis iregular
text but still we require more lo train and evaluate
current and future methods efficiently.
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(CT'PR), pages 5571-5579,

Yang X. He D, (2017), Leatning (0 Read
Irregnlar  Text with  Attention  Mechanisms,

Proceedings of the Twenty-Sixth International
Joint Conference on Attificial Intclligence.

Ma 1, Shao W, (2018), Arbitrarv-Oricnted Scene
Text Detection via Rotation Proposals, Draft
submitied to cornell university,

Lyu P, Yao C, (2018). Mulli-Oriented Scene Texl
Detection via Corner Localization and Region
Segmentation, Draft  submitted 1o Cornell
University.

[7] Shi B, Wang X. (2016), Robust Scene Text
REFERENCES Recognition  with  Automatic  Rectilication,
Proceedings  of the IEEE  Couference  on
[1] Lin Y, Jin L, (2019), Curved seenc (ext delection Computer 1ision and Pattern Recognition.
via transverse amd longitudinal  sequence
connection,  Lfsevier Jowrnal  of  Paltern 18] Li Hui. Wang B (2017). Towards End-to-end
Recownition (Vol 90), PP 337-345, Text Spotting with Conveolutional Recurrent
Neural Networks IEEE International Conference
12| Luo C. Lianwen I, (2019), MORAN: A Mulli- on Computer lision (diCCl).
Object Rectified Attenion Network [or Scene
Text  Recognition. Jawrnal  of  Patiern [9] Q. Ye and. Doermann [, (2015). Text detection

Recognilion, Science Direet, Vol 90). Pages
109-118.

1800

and recognition in imagery: A survey. JLEE
Trans. Pattern Anal. Mach. Intell 37(7) 1480-
1300



Aruzandban - Rabindranath Tagore University Journal Vol.

[10]1Z Y. Yao C. (2016). Scene text detection and
recognition; recent advances and future {rends.
Frontiers of Computer Science, 10¢1):19-36.

[11]Jaderberg M, Vedaldi A.(2014), Deep features
for text spotting, /n Proc. Ewropean. Conference
of Compuicr Vision.

[12|Wang T. (2012), End-to-end lext recognition
with convolutional neural networks, /n Proc.
IEEE Int. Conf Pattern. Recognition.

[13]Zhn S, Zanibbi R,(2016), A text detection
system for natural scenes with convelutional
feature learning and cascaded classification, /n
Prac. [EEE Conf, Comp. Vis. Patt. Recogi.

[14]Huang W. Lin Z. (2013), Text localizationin
natural images using stroke feature transform
and text co-variance descriptors. i Proceeding
IEEE  International. Conference.  Compufer.
Tisiem.

1801

VI/Special [ssue XV April 2019

[13]Zhang, Z.. Zhang, C.. Shen, W., Yao.C. and
Bai.X. (2016), Multi-oriented text detection with
fully convolutional networks™, In Proc. IEEE
Conf. Comp. Vis. Pait. Recogn,

[16] Tian Z.Huang W.He T.He P, and Qiao Y.,
(2016). Delecting text in natural image with
conneclionist text proposal nelwork™, In Proc,
Eur, Conf. Comp. Vis..

[17|Neumann L, Matas J (2013), Scene texi
localization and recognition with oriented stroke
detection. In Proc. IEEE Int. Conf. Comp. Vis,,
2013,

[18]Gupla A, Zisserman A, (2016), Synthetic data
for texi localisation in natural images”, In Proc,
IEEE Conl. Comp. Vis. Patl. Recogn.

[19]Liao M, Shi B, Bai B, Wang X, and Liu W,
(2017) Textboxes: A fast lext deteclor with a
single deep ncural network. In ProcNational
Conl. Artificial Tntell.

[20] Tian, Z, Huang W. He T, He P. and Qiao
Y.(2016). Detecting text in natural image with
connectionisi text proposal network. In Proc, Eur,
Conf. Comp. Vis.

[SSN: 2278-4187



3ruizandban - Rabindranath Tagore University Journal Vol. VII/Special Issue XVI April 2019

ISSN: 2278-4187

A Survey: Chronic Diseases Bigdata Mangement

Nitin Chopde', Dr.Rohit Miri®
'"“Dept. of Comp. Science & Engineering. Dr, C.V. Raman University. Bilaspur (C.G.) India,

ABSTRACT

chrenic diseases are the meabiy gromids of hwmanr death and disability worldwide. Chronic diseases are ma
in threat that affects miflion people in fiture, with many voung age peeple as well as average age. The

peaple dving by chronie diseases are more as compared o thal of all infections diseases maternal and n
utritional deficiencies combined. The most of chrenic discase deaths occur in poor and average income co
untries and half are in wonen, The basie clronic diseases are heart disease diabetes; siroke; cancer and
chronic respiratory diseases. This proposed paper survey some of the presepted activities and opportunilies
retated to big data for health management prediction, ontlining some of the key primary risk thet need to

he memage and tackled.

Kepwards—Big-data, chronic discasc.

I INTRODUCTION

As world health organization diabetes is caused b
v raised blood glucose (sugar) levels as well as
be deficient in hormone insulin, The bloed glucos
¢ levels in human body controlled. The excessive
weight and physical inactivity cause the most co
mmeon lype of diabetes is type. An absolute be d
eficient in insulin from childhood causes Typel di
abelic

Stroke is cardiovascular diseases this discasc of th
brain caused by obstruction to the blood supply
is Stroke. The heart disease is causes heari aitac
k. The leading cause of death globally is coronar
v heart discase. The discasc of the blood vessels
ol the hecarl turns into coronary hearl discasc.

[

Chronic respiratory diseases are relaled (o lung, T
he chronic obstruclive respiratory disease and asth
ma are due to lupgs problem, That is permanent
obstruction of the larger ainwvays in the lung. The
reversible barrier of the smaller airways in the |
ung is (wrn into asthma discase.

The abnormal cells proliferaie and cxtend oul of
control can turn into Cancer discasc. In cancer all
organs of the body can starts lo damage and bo
dy can convert inlo cancerous,

[ICHRHONIC DISEASE AND ITS
RISK FACTOR

The most important risk factors related to chronic

disense age and heredity nonchangeable risk factor

s that clarify the majority of new actions of chr
onic respiratory  diseases. hemt discase. stroke.
and some important cancers. The major modifiabl
¢ nsk fnctors and modiliable risk [aclor are simil
ar in many ways around the world.

(a) infancy risk

There are many evidences found where most of ¢
ountry. before birth where in early childhood pers
wadehealth in adult life situations. o some  situatio
nomercased rates of high blood pressure al lime

ol birth which is symptoms of. heart discase. The
stroke anel disbetes are also having same feature,

1802

(h) Risk amassing

Age is important risk factor old age signals 1o
increase of modifiable risks for chronic discase:
the bruni of risk [uctors increases over lhe lile
course.

(c) primary determinants

The primary determinants of chronic discases are
impact of plobalization and in additional cffect of
urbanization and population. The major forces dr
iving social change, cconomic conditions and cult
ural change also effect on human.

() supplementary risk factors

A simaller proportion of discase is discasc related
lo risk [actor of chronic disease. Usc of Harmlul
alcohol is significant provider to the global
burden of discase.

(¢) The foremost alcohol association to chronic di
scase is more complex as compare to other risk.
Therisk Tactor of liver cancers is inlections. The
environmental factors like air pollution, it leads 1o
a rangeol chronic diseases. the chronic disease lik
e asthma and other chronic respiratory diseases ca
used due air pollution. Another factor such as ge
nelic factors participates in chronic discasc.

[N REVIEW OF LITERATURE

Due to unhealthy dicl. physical inactivity and use
of tobacco incrcasc blood pressurc. It also increas
cd glucose levels. There arc some abnormal blood
lipids. overweight and obesity. C. Fricdmanet al.
(2004)proposed de a method based on natural lan
puage processing (NLP) that automatically maps a
n entire clinichl document to codes with maodifiers
and 1o quantitatively evaluate the method. M. M
arcos et al. (2013) they introduce a complele ap
proach, with a set of tools as well as mclhodolog
ical guidelines, o deal with the inferoperability of
CDSSs and EHRs based on archetypes. R. Bolan
d et al. (2013) contributes a highthroughput meth
o [or nssocialing epoch with universal diseases u
singlinked electronic records,
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SA S. (2013) build model for heart discasc predi
ction systcm is developed using three data mining
clagsification modeling techniques. J. Sun et al
(2014) developed personalized hypertension manage
ment plans. R. Eriksson (2014) uscd techniques [
or lemporal data mining of EPRs in order fo det
cct ADRs ina paticnt- and dose

specific manner, D, W. Bates et al. (2014) big
data, including analytics, is a controlling tool that
willbe as valuable in health care. EHRs describing

patient treatments and outcomes arc rich bul unde
rscd information. Traditional health data centres ¢
aplure and store an enormous amount of struclure
d data concerning a wide range of information in
cluding diagnostics, laboratory tesis, medication,
and ancillary clinieal data, M. R. Eriksson, et al
[(2014) the systematic analysis to individual patien
L reporis, the use of natural language processing p
lays an cssentinl role

TABLE1
DATA OF VARIOUS VARIABLES EXTRACTED FOR THE OVERVIEW OF CHRONIC DISEA
SE MODELS

Study location

Data was collected on the location of the studies including U.S. versus non U5 b
ased and whether or not the studies were done in rural or urban sellings.

Study design

Data was also collecled if the studies were randomized controlled clinical trials and
il they were interventional or nol.

Studies [ollow up
models on longitudinal

The period of the studies was also uccessed to examine the force of Lhe chronic

Disease studied

ath and disability worldwide.

The survey is focused on diseases including Diabetes, Chronic Obstructive Pulmonar
y Disease and Cardiovascular diseases because ol their predominance in resulting de

Chronic disease
madel and its el

Data was rccorded on the specific chronic discasc models and their clements that
were described and evaluated across all these sludies

cincnis
Outcoimes assesse | Dala was also recorded about (he various oulcomes that were measured in these st
d udies.

Fig.1 Discovered by Ashoo Groverl and Ashish Joshi(2014)

IV CHRONIC DISEASES BIGDATA

MANAGEMENT

According to WHR (2015) BigData cun be transl
ormed an actionable asset rather than a siloed bu
regucratic nightmare with its potential for solving
big healthcarc problems at both the population
and personal level,

(a) verdict what’s working

Medicitynews(2018) Big Data opens up real oppor
tunities for solving big healthcare problems at bot
I the population and personal level. When someo
ne is diagnosed with diabetes, they are asked to
check iheir blood sugar al least once a day. This
simple act creates hundreds of data points per ye
ar, per person. This data has the potential to pro
vide some of the richest insights about specific ¢
hanges to bchaviour and therapics that can improv
¢ quality of life and overall health oulcomes.

() Summarizing, and presenting results autom
atically
Savvy algorithms can rapidly analyze patient gluco
se data. for example, o delermine a paticnt’s best
day. Combining resulis from Big Dala sels can
go further. providing the conient and context lo
both summarize and present information in ferms
best sniled for individual plysicians and patients,
Rather than spend precions time on data analysis.

people can focus on making the most of what
they've learned.

(¢) Enabling decision support

Dala drives the creation of valuable decision supp
orl fools, It answers to questions like when to ch
angesellings on a medical device, if a medication
dosc should be changed. or il a patient nceds mo
ral support can all be pamered [rom machine lear
ning algorithms that use past behaviors and perso
nal data to recommend decisions. Doctors are start
ing to uccess algorithms results and use them dur
ing appointments more Irequently.

() Predicting when changes are coming

Is a person’s glycemic conirol, blood pressure, or
weight trending in the wrong dircction? Is a pers
onlikely (o decline in health? Big Data forms the
basis lor predictive algoritluns that can give patie
nis and their doctors’ early warning about real is
sues that may be on the horizon.

(¢) Knowing where to ask more questions
Olicn. data analysis uncovers more qucstions. In
diabetes. for example. knowing a person's glucose
level is only step one. This dala uncovers quesii
ons aboul diet and cxcrcise habits, stress, or olhe
v healthproblems, With new, patientgenerated heall
I datn (PGHD) fowing in from wearable and sm
art phone. gathering the data required lo answerlh
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cse questions is closer than it has ever been
before

V CONCLUSION

The Big data can provide to boost theapplicability
of clinical research studies into realworld scenurios
where population heterogeneily is problem, It equ
ally provides the opporlunity lo cnablecfTective
and precision medicine by performing patient siraii
fication, This is indeed a key task loward persona
lized healtheare. A better nse of medical resources
by means of personalization can lead to wellmana
ged health services that can overcome the challen
ges of a rapidly increasing and aging population.
Thus, advanccs in big data processing for chronic
discase model input data, health informatics, bioinl
ormatics and sensing will have a great impact on
future clinical research.
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Proposing PSO Based Algorithm for Classifying Breast Cancer Data Effectively

Pranjali Dewangan’, Neelam Sahu?
12Dy, €, V.Raman University, Bilaspur (C.G.) India,

ABSTRACT

Digitad Image Processing is processing of tmages that are digital in natwrce by a digital computer. Thresholding s
ihe maost commonly used intensitv-based image segmentation techuigue which converls gray scale images inlo
binary image. The performance of thresholding algoritluns matnly depends on seiection of threshold value. 1arions
statisticgl properties such as maximum likelihood, moment, enfropy and benveen class-variance has been utilized
Jor selecting a proper threshold. This study takeshvo objectives in account. The first to develop an efficient
segmentation algorithm based on PSO and second to lest proposed algoritim in classifying visk thereby classifving
hreast cancer data more effectively and efficiently, The proposed hybrid approach for data mining has included tvo
phases. I the first phase. we adopted the statistical method in pre- processing. It can eliminate the insignificant
Jeatures i order to reduce the complexitv for next data mining stage. In the second phase, we proposed the dala
mining methodology that based on the standard PSO which called discrete PSO. In this study, we have used the
Wisconsin hreast cancer data set to test our proposed DPSQ algorithm. In ihis study, a new Iybrid approach of
using both integraled statistical metlhod and DPSO iy proposed and suceessfully applied to the classification risk of
Wisconsin- hreast-cancer data set. According to our festing results, the proposed hybrid approach can imprave the
aceuracy to 96,23%, sensitivity to 100% and specificity (o 96.32%. These resulls are  very promising compared (o
the previouslv reported classification technigues for mining breast cancer data.

Kepwords:=Particle swarm Optimization, Optimization, Medical application

I INTRODUCTION (a) To develop an efficicnt scgmentation algorithim
based on P3O,

(b) To test proposed algoriihm in classilying risk
thercby classifying breast cancer data more
cffcctively and clficiently,

Digital Image Processing is processing of images that
are digitnl in nature by a digital computer. Image
Processing is motivated by three major applications;
1. improvement of pictorial info for human

perception. 2. image processing for autonomous m/c II LITERATURE REVIEW
application, 3. cificient storage and transmission,

Sepmentation s characlerized as the process of Segmentation algorithms are involved in virtually all
dividing an image into distinet parts. Segmentalion is computer vision svsiems, al leasl in a pre-processing
utilized (o identily an object or extract relevant slage. up to practical applications in  which
information froin digital images. Thresholding is a segmentation plays a most central role: they range
simple image  sepmentation  methodology  which from medical imaging to object detection, traflic
yields i binary oulput from gray scale input images. control system and video surveillance, among many
Segmentation is the procedure by which an image is others. The importimce of developing automated
grouped into various units thal are homogeneous with methods 1o accuralely perform  segmentation is
respect (o one or more characleristics. It is an obvious if onc is aware aboul how tedious. lime-
important lask in image processing applications. The consuming. subjective  and  crror-pronc  manual
main objective of scgmentation is to simplify the scgmentation can bz according to the general
image into a form which is more meminglul and principle on which the segmentalion is based, we can
casicr to analyse. Segmentation allows us ta analyse build a taxonomy of the different segmentation
an object or region in a more meaningful manncr. algorithms distinguishing the following categorics
Image sepmentation can be done by three distinct IM. Sonka, V. Hlavac, R. BoyleR. Klette,2007]:
mcthodologies.  They  are  Intensily  based thresholding techniques (based on pixel intensity).
segmentation, Edge-Dased segmentation, Region- cdge-based mcthods (boundary localization), region-
based  scementation.  Thresholding is (he  most based approaches (region detection), and deformable
commonly used inlensity based image segmentation models (shape). Mectahcurislic are general-purpose
technique which converts gray scale images into stochastic proccdurcs designed to solve complex
binary image [Rutuparna Panda . Sanjay Agrawal, optimization problems[F. Glover.2003]. They are
Sudipta huvan.2011|. The performance ol approximaie  and  usually  nen-deternministic
thresholding algorithms mainly depends on selection algorithms that guide a search process over the
of threshold value. Various statistical propertics such solution space, Unlike methads designed specifically
as  maxinmum  likelihood, moment, entropy and for particular (ypes of optimization tasks. they are
between clags-variance has been utilized lor selecting general purpose algorithms and require no particular
a proper threshold. It is delined as the partitioning of knowledge about the problem structure other than the
an image into non-overlapping  regions  that are objective fumction itscll when defined, or a sampling
homegencons with respect o some visual [eature, of it (training sct) when the optimizaiion process is
such as intensity or iextuie [Elsevier.2013]. This based only on cmpirical observations. Metaheuristic
study taken into account following objectives. arc characterized by their robustness and ability (o
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exploit the information they accumulale aboul an
initially unknown search space in order to bias the
subsequent search towards uselul subspaces, They
provide an cflective approach to manage large,
complex and poorly understood search spuces where
enumerative  or heuristic search mcthods are
inappropriate. Despile their importance and the
number of scientific publications on the usc of
metaheuristic for deformable model optimization,

Ligiang Liu and Haijiao Ren el al(2010) in this paper,
space contraction transformations are introduces into
standard Ant Colony System algorithm to increase
the speed and to improve the scarch ability of
algorithin.

Myung-Eun Leel el al{2009) in this paper reviewer
discuss aboul (he ACO algorithm lor (he
sepmentation of brain MR images can effectively
segments the fine details.

H. Shah-Hosscini (2011) in this paper. a novel
metaheuristic  called —Galaxy based Search
Algorithml or GDSA is introduced for nwltilevel
thresholding. The proposed GhSA may be viewed as
a variable neighbourhood scarch algorithm or as an
Iterative local Search algorithm

This exhaustive Literature survey includes all
relevant papers related with the hybridization of
metaheuristic and segmentation models, At the same
time. il aims at drawing some puidelines (o help those
who are willing to incorporate the advantages, and

ease of use, of metalieuristic into the design of new
scgmentalion  approaches based on  the  same
principles.

III RESEARCH METHODOLOGY

(a) The Proposed Hybrid Approach- The
proposed hybrid approach lor data mining has
included two phases. In the first phase, we
adopted the statistical method in pre- processing.
It can climinate the insignificant features in order
to reducc the complexily for next data mining
stage. In the second phase, we proposed the data
mining methodology that based on (he standard
PSO which called discrete PSO. Tn this study, we
have used the Wisconsin breast cancer data set (1o
lest our proposed DPSO algorithm. The data set
included 9 featurcs and 1 Order variable. We
substituled the missing daia by filling the values
which appear the most [requently in ihat feature.
Beside the Order variable. the value ol 9 [ealures
is between | and 10. the higher value
corresponding to a more unusual situation of the
tumor such as the data in Table 1. The data set
conlaing 699 points, 461 were diagnosed lo be
benign (Order = 2) and 238 to be inclaslatic
(Order = 4). We divided the training data set
which contains 459 pafients’ re- cords and
validation data set which contains 240 paticnts’
records from original data set randomly,

Table 1
The feature variable of dataset

Featurevariable Domain Simplifiedexpress
LumpViscosily 1-10 Z1
Cell Size Uniformilics 1-10 42
Cell Shape Uniformities 1-10 Z3
Fringe Cohesion 1-10 Z4
SingleDeciduaCell Size 1-10 Z5
BasicCorg 1-10 76
MildChromatin 1-10 Z7
RegularCore 1-10 Z8
Milospore 1—10 79
Order 2.4 Z10
2:benign.4:metastatic
IV DATA ANALYSIS
V DPS0O FOR DATA MINING
(1) Objectives-1 ‘ . o
e To develop Ao SEficiant Tlmpm'[m]gswal'mopunu?.:]lIlun(]"_SO_}lcc:_luuquc:l
segmentation algorithm buased on 5:1.1.'10[31.111111.Dlll‘.lﬂ$cdslm‘:l'lzlsilCﬂ"]q]llllumlllmllcv;.:h
PSO. niquefirstintroducedby Gordan. B..

Armaghani. D, J. Hajihassani, M., &
Monjezi, ML (2016). It
lothecategoryolSwarm

belongs
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Intelligencemethods:itisalso
anevolutionarycomputationmethodinspiredby
themetaphorofsocialinteractionandecommunic
ationsuchasbirdflockingandfish

schooling Thedelailshavebeen
giveninthelollowing.

InPSO,asolutionisencodedas afinite-
lengthstringcalleda particle(Allahverdi, A.
(2015): Delice, Y., Aydogan, E. K., Ozcan.
U.. & llkay. M. S. (2017); Gordan. B.,
Armaghani, D. J,, Hajihassani, M. &
Monjezi, M. (2016); Chen, K. H., Wang, K.
X, Tsai, M. L., Wang. K. M., Adrian, A. M.,
Cheng, W. C., ... & Chang, K. 5. (2014); Du.
K. L., & Swamy, M, N. 8, (2016); Shen, X.,
Chen, J. G, Zhu, X. C., Liu, P. Y., & Du, Z.
H. (2015); Gonzalez-Vidal, A, Barnaghi. P.,
& Skarmeta, A. F. (2018). Shabbir, F., &
Omenzeller, P
(2015)). Alloftheparticleshavefitnessvalues
which are evaluatedby thefitnessfunctionto be
optimized.andhave velociticswhichdirectthe
Nyingofl theparticles (Allahverdi. A, (2015):
Declice, Y., Aydogan, E. K., Ovecan. U, &
Tlkay. M. S. (2017): Gordan, B.. Armaghani.
D. J.. Hajihassani, M., & Maonjezi, M. (2016):
Du. K. L., & Swamy, M. N. S. (2016); Chen,
K. H.,, Wang, K. 1., Tsai. M, L., Wang, K,
M., Adrian, A. M., Cheng, W. C.. .. &
Chang, K. 8. (2014): Shen. X.. Chen. I. G.,
Zhu, X. C.. Liu, P. Y., & Du. Z. H. (2015):
Dubey. A. K., Gupta, U_, & Jain, §. (2013):
Shabbir, F., & Omenzectler. P. (2013)).PS0is
initializedwitha

populationofrandomparticles, withrandomposi
tionsandvelocities insidethe

1807

problemspace.and thenscarchesfor optlima
byupdatinggenerations.licombineslocalsearcha
ndglobalsearch
yvieldinginhighsearchefficiency .Each
particlemovestowardsits
bestpreviouspositionandtowardsthebesipartic
leinthewhole

swarmineveryiteration. Theformerisalocal
bestanditsvalueis calledpbest,
andthelatterisaglobalbestandits  valueiscalled
ghest intheliterature(Allahverdi, A. (2015);
Delice, Y., Aydogan, E. K., Ozcan, U, & Ilkay, M.
5. (2017); Shen, X., Chen, J. G.. Zhu, X. C,,
Liu, P. Y., & Du, Z. H. (2015): Gonzalez-
Vidal, A., Barnaghi, P., & Skanneta, A. F.
(2018); Shabbir, F.. & Omenzeller, P.
(2015)).Allter
findingthetwobestvalues.theparticle
dates
itsvelocityandpositionwiththefollowingequati
onincontinuous PSO:
i =1

v
-1

up-

=1 t=1

-1
The values clql and ¢2q2 determine the

weights of two parts, and the value of (cl p
c2) is usually limited to 4 (Gordan, B,,

Armaghani, D. J., Hajihassani. M., &
Monjezi, M. (2016)).
Fig.6 The

Nowdiagramofiheproposcdhybridapproach

'-T‘u apply PSO. several paranicters including
the number of population (m), cognition
learning
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learning factor (c2).
numbecr of

factor (cl). social
incrtia weight (w), and the

iterations  or CPU time should be
determined properly. We conducted the
preliminary  cxperiments, and the

complcte computational proccdure of the
PS5O alpgorithm can be summarized as
follows:

(i) Initialize:Initializeparametersandpopul
ationwithrandom
positionandvelocitics.

(i1) Evaluation:Evaluatcthefitnessvaluc(ihe
desiredobjective function)for
cachparticle.

(iil) Findthe
pbest:Ifthefitnessvalucofparticleiisbettc
rthan  ils  bestfitnessvalue(pbest)in
history thensct currentfit-
nessvalueasthenewpbes! (o particlei.

(iv) Findthegbest:If any
pbestisupdatedanditisbetterthanthe
currcntgbest, thenset gbestio
thecurrentvalue.

(v) Updatcvelocity
andposition:Updatevelocity
andmovelothe nextpositionaccordinglo
Eqs.(1) and(2).

{(vi} Stoppingcrilcrion:Ifthenumberofiteratio

OMruzandhan - Rabindranath Tagore University Journal Vol. VII/Special Issue XVI April 2019

nsorCPUtimeare
met.thenstop:otherwiscgoback tosiep2.
(1) Objectives -2
To st proposed algorithm in classifying risk thereby
classifving breast cancer data more cffectively and
cfficicntly.
Pre-processing using statistical meihod

From correlation and regression analysis, we could
climinale (he insignificant features. In this phase. the
feature *Order”™ would be taken into a dependent
variable and the remaining features would be tiaken
into independent variables, Table 2 shows the
experimental results from SPSS statistics pockage
software. Obviously, we  could find  the three
insignificant features including ““Fringe Cohesion™.
“Single Decidua Cell Size” and ““Mitospore™. In
addition, the adjusted R2 has already reached 0.837
which represent the infersection between independent
variables was insignificant. Hence, the interscction
could be ignored in this study.

Table 3 shows that we had the same resulls from
correlation and regression analysis so we only need to
keep these 6 lealures to the next phase which included
“Lump Viscosily™, 'Cell Size Unilormities”, **Cell
Shape Uniformities™. **Basic Core”, **Mild Chromatin
and Regular Nucleoli.

Table 2
The experimental results from SPSS statistics package software

IS5N: 2278-4 187

Modelsummnryb

Model R R2 AdjustedR? Std. )

1 9254 0.841 0.840 0.3844

Cocfficicnts?

Model Unstandardized Standardized Sig, 95%confidenceinterval

(i B sl Siros Dota Lowerbound i :

1 (Constant) 1.509 0,038 45,9432 0 1.449 1.577
Z1 0.060 0.011 024 5.998 0 0.09 0.085
Z2 0.048 0.018 0.149 3.499 0.007 0.07 0.16
Z3 0.039 0.017 0,108 2.081 0.013 0.011 0.064
Z4 0.020 0.013 0.040 1.421 0.163 —-0.009 0.034
zZ5 0.017 0.08 0.039 1.406 0.169 —0.011 0.043
26 0.097 0.014 0.358 14.495 0 0.15 0.1135
27 0.049 006 0.110 4 082 0 028 0.069

a Predictors: (constant), Zo, Z, Zy. Zy. Zs. 2, Z7, Z:. Z-.

b Dependent variable: Zyq.

VI RESULT ANALYSIS AND
CONCLUSION

The results of DRSO for mining the
Wisconsin breast cancer data are tested. To
perform the robusiness of methodology in
this study. we have presented the 10 resulis
of experiment and the relative parameters of
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the algorithm below. The number of parnticle
wias 31, the number of generation was
50, Cw Y0l Cp Y404 and Cg W 0:9,
The setling of parameters in DPSO was case
dependent, and we can do the rescarch on
them in the Muture study. In rale 1. we could
derive the best accuracy to be 0.9328 (hat
Cell Shape Uniformities = 2 and Mild



Chromatin = 17, In our study. the data could
not be classified correctly by rule 1, we
adopled the method of Nahar, J.. Tmam, T.,
Tickle, K. 5.. Ali. A, 5., & Chen. Y, P, P.
(2012) that new decision rule is to be
explored. In this process. both the selecled
feature of training data not being classified
gorrectly and all the unselected feature of
data are preserved for mining in an
additional rule (Mahar, J., Imam, T.. Tickle,
K, 8., Ali. A. 8, & Chen, Y. P, P, (2012)).
After the repeated process. we lound that
Rule 2 is "'Lump Thick- ness = 3 and Basic
Core = 27, So lar, this study atilized two
rules (0 improve the accuracy o 98.7 1%.
"able 7 shows the comparison results with
Gas. We found that the proposed DPSO can
cnhance the accuracy by 1.28%. Tablc
shows the sensitivity can be up to 100%

Mnuzandhan - Rabindranath Tagore University Journal Vol. VIII/Special Issue XVI April 2019

and specificity can  be up to  9821%,
respectively. The performance of Type 1
error in GAs and DPSO 1o be cquivalent
According 1o the above results, the proposed
DPSO had shown to be beiier than the GAs
in enhancing the performance of Type I
error by 4.58%. Table 11 has comparcd the
results of previous rescarch in Wisconsin
breast cancer with the proposed DPSO.The
best way to improve the breast cancer
victim’s chance of long-term survival is to
detect it as early as possible. Data mining
and statistical analysis is one of the good
solutions for searching the valuable
information in large volumes ol data (Muro,
N.. Larburu, N.. Bouaud. J.. Belloso, I,
Cajaraville, G., Urnuticocchea. A, &
Séroussi. B. (2017, June)).
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In this study. a new hybrid approach of using VII CONCLUSION

both integrated statistical method and DPSO

is proposed and successfully applied to the According Lo our testing results, the proposed
classification risk of Wisconsin- breast-cancer hybrid approach can improve the accuracy to
data set. 96.23%,. sensitivity to 100% and specificity to

96,32%, These resulis are very promising
compared to the previously reporied
classification technigques for mining breast
cancer daia,

; Fra-_:tal!‘.!ime_nsir_.-_n mean

100

0 : TR t ==
00 1.00 200 300 4.00 5.00
Texture_StdEr
Fig. 5
Furthermore,  the  advimtage ol using when the data set has included many [catures.
statistical  method 1o eliminaie  the Besides. the proposed DPS0O can  improve
insignificant leatrres in pre=processing can the constraint of genetic aperation.

improve the cllicicney of DPSO process
1811
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Fig. 6
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The high classification accuracy from our proposed algorithm can be used as (he reference for
decision making in the hospital and the researchers. In future research. we recommend (o belier the
process of data mining and apply it to the various doinains in order to improve the medical quality

for our lives.
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Fig. 7
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ABSTRACT

Machine learning techniques are useful to finding or discavering the new pulsar. We study the candidate filters used
(o moderate theseproblems for the period of past few vears. Pulsars are lypes of star of huge scientific interest, e
have used two classification lechniques like Conditional yference Tree (CTREE) and Classification and Regression
Tree (CART) and their ensemble model (CTREFE+CART) for classifving the TTRUZ dataset. The ensemble model
(CTREE+CART) give the better performance compared to the Individial models of eacl classifiers. The ensemble
model (CTREE+CART) is useful of the candidates must be clessified in to pulsar and non-pulsar classes fo aid

discavery.
I INTRODUCTION

Magnetic high-gpeed nentron stars are known as
pulsars.  Whose linearly  transmitted polarized
clectromagnetic radiation extends along its magnetic
poles? While Pulsar. maintains the variance. i
radiales [rom Ume (o time (he journeys lowards the
observer's vision, such as the rotating beacon, which
is the result of a periodic (rain of narrowband
radiation pulses. which was detected by a radio
telescope]l]. [2]. Pulsar studies involve accurale
measurements of the arrival time of the pulsc,
lollowed by an appropriate modeling of the observed
arrival times to study and understand the various
phenomena that may influence arrival times. Machine
leamning  lechniques are useful (o [inding or
discovering the new pulsar. Here we describe the
classification techniques to decide pulsar and non
pulsar candidates. Classification techniques CTREE
and CART arc trce bascd classificrs and their
ensemble model is CTREE. CART. These are useful
lo predict pulsar candidate selection,

[1 RELATED WORK

Prior 1o the discovery of pulsar, many rescarchers
have waorked in the past. Some of its precise
introductions are as follows.

Each candidate must be inspected by an automalic
method like machine learning techniques and a
human expert (o delermine its authenticity[3]. The
process [or deciding which candidates are worth
ivestigating is known as ‘sclection of candidates’
and called as "pulsar candidates"[+]. The authors [4]
have presenled a new model it selecting promising
candidale using a purpose built in  (rec-bascd
machine learning classifiers. With the help new
approaches they have discovered 20 new pulsars. The
authors |3have explained the discovery of a new
pulsar survey by using the Parkes Radio Telescope.
The ngh time and frequency resolution of our digital
backend system leads 1o incrensed sensitivity for
short period. high-DM pulsars compared (o previous
SIIVENS,
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I METHODOLOGY

(a) Classification: Classification is a form of data

analysis  that extracts meodels  describing
important  data classes. Such models, called
classificrs.  predict  categorical  (discrete.

unordered) class labels[6]. We can build a
classification model to classify the dataset in lo
diffcrent groups or class. Classification has
s=veral types of applications, including [raud

detection,  target  markeling.  performance
prediciion, manufacturing, and medical
diagnosis,

(i  Conditional Inference Tree (CTREE): In
addition 1o traditional dccision rees.
conditional inference trees are another
popular tree-based method. Like traditional
decision trees, conditional inference Irecs
also  divide the dala  recursively by
performing @ univariate division in the
dependent variable. However, what makes
conditional decision lrecs have conditional
iference (rees is that conditional inference
trees adapt meaning verification procedurcs
lo sclecl variables inslead ol selecting
variables maximizing information
measurcs. In this way, we will present how
lo adjust a conditional inference tree 1o
construct a classification [7].

Classification and  Regression  Tree
(CART): CART adopt a greedy (i.e., non
back tracking) approach in which decision
trees are constructed in a  lop-down
recursive divide-and-conquer manner. Most
algorithms for decision tree induction also
follow a top-down approach. which starls
with a training set of tuples and their
associated class labels, The training sct is
recursively partitioned into smaller subscts
as the tree is being built [6], [8]. CART is
classification and rcgression  (ree  nscs
recursive partitioning to split the traming
records into subdivision with similar target
ficld ideals using Gini index.

(ii}
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(iii) Ensemble Model:When two classification IV RESEARCH DATA
techniques  like CTREE Tree and
CARTcombined it is called hybrid or The datasct was downloaded from UCI Machine
cnsemble model[9]. Leaming Repository. The HTRU (High Time

Resolution Universe Survey) 2 datasct have f(otal
number of instance is 17898 with 1639 are positive
instances and 16259 arc negative instances. The total
number of altributes (features) is 8 with an additional
class label [10]. The first four are simple statistics
obtained from the integrated pulse profile (folded
profile). This is an array of continuous variables that
describe a longitude-resolved version of the signal
that has been averaged in both time and frequency,
The remaining four variables are similarly obtained
from the DM-8NR curve.

Table 1

Descriptions of HTRU 2 Data Sct
Sl No, Attributes Dectails
1 Profile_incan Mean of the integrated profile
2 Profile_stdev Standard deviation of the integrated profile
3 Profile skewness Skewness of the integraled profile
4 Profile kurtosis Excess kurtosis of the integraled profile
5 DM mean Mean of the DM-SNR curve
G DM stdev Standard deviation of the DM-SNR curve
T DM skewness Skewness of the DM-SNR curve
& DM _kurtosis Excess kurtosis of the DM-SNR curve
Y Class Negalive and Posilive

V CLASSIFICATION FRAMEWORK
PROCESS

The Figure 1 shows the process [low the used
classificr ike CTREE and CART and their cnsemble
model, The HTRU 2 dataset classify the classilier
uscd under 10 lolds cross validation lecchniques. The
finally obtained performance of the classifier is
accuracy, sensitivity and specificity.

10 FOLD CROSS
HTRU VAII DATION

MATACDC

CTREE+CART

p—

Fig. 1: Process Flow of Classifier
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VI RESULT AND DISCUSSION

Aller loading the HTRU 2 | 10|datasel. the input and
output attributes ave seclected and given o the
classifier models, one by one, the resulls are
automatically derived and presented in the form of
various perfnrmzmces measurement, However, we

considered  three  perlormances measurement like
accuracy, sensitivity und specificity. as these three
measures  clearly reflect the efficiency of the
classilication model as shown in Table 2. Among
three techniques of the classification ensemble model
(CTREE+ CART) is producing remarkable resulle.

ISSN: 2278-4187

Table 2
Comparison of Classification Performance
5L no. Name of Accuracy Sensitivity Specificity |
Algorithm
1 CTREE 97.77 84.19 99.13
2 CART 92,96 87.48 84.25
3 CTREE+CART 97.84 2156 99.18
Accuracy
100
o8
a6 m CTREE
94 +— M CART
92 m CTREE+CART
90 !
CTREE CART CTREE+CART

Fig. 2 C‘nmpm‘ulivc Accuracy graphs of the different Classifier

The highest accuracy is obtained by ensemble model (CTREE+CART) compared to the individual models CTREE
and CART,

Sensitivity

88
a7
i { T e
Bs " i
a4
83 |-
a2

u CTREE
1 CART
@ CTREE+CART

CART CTREE+CART

CTREE

Fig, 3: C(Hh}ulﬁili\ﬁ Sensitivity graphs of the different Classifier

The figure 3 shows a Muctwation in the sensitivity of performance, CTREE gives 84.19% of sensitivity and CART
gives 87.48% whercas ensenble model (CTREE+CART) gives 84.56% ol scnsilivily.
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Specificity

105

100
95

@ CTREE

90
85

m CART

80

@ CTREE+CART

75
CTREE

CART

CTREE+CART

Fig. 4: Comparative graphs of the different Classifier

The maximum Specificity is obtained by ensemble
model (CTREE+CART) compared to the individual
models CTREE and CART.

The pulsar candidate can be very well predicied using
many ¢lassificrs in data mining and machine lecaming,
The purpose of this study was to analyze the
application of data mining algorithms and machine
learning in the HTRU2 dataset and to predict pulsar
and non pulsar, In this paper, the pulsar candidate is
predicted using two types of classification techniques
CTREE and CART und their ensemble model. In
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VII CONCLUSION

ensemble model oblained the highest accuracy 97.84
% compared to other classification models.
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ABSTRACT

lreature selection is an essential data preprocessing technigue for such high-dimensional data classification tasks.
Traditional dimensionality reduction approach folls info nvo categories: Veature xtraction (FE) and Feature
Sefection (155), The microarray fechnology has capability to determine the levels of thousands of gene
sinultaneously in a single experiment. The major challenge to analyze gene expression data, with a large number af
genes and small samples, is to extraci disease-related information from a massive amount of redundant data and
noise. Analvsis of gene expression Is important in many fietds of biological research in order o retrieve the reguirec
mformation. As time progresses, the illness in general and cancer in particular have become more and more
complex and complicated, in detecting, enalvzing and carug. 10 know cancer is deadly disease. Cancer research is
one of the major avea of research in medical field. Predicting precisely of different fwmor lupes 15 a greal challenge
and providing accurate prediction will have greal valie in providing betier treatment to the patients. To achieve
this, date nuning algoriilims are fmportant fools and the most extensively used approach fo achieve imporianil
Seature of gene expression data and plavs an important role for gene classification. Gene expression profiles, which
represent the stete of a cell at a moleculen level, has greatpoteitial as a medical diggnosis (ool. Bul compered to the
mumber of genes iivolved, available trainingdata sels generally have a faivly small sample size for classification.
These fratning data lmitattonsconstitute a challenge o certain classification methodologies. Feature selections
technigues can be usedio extract the marker genes wiuch mfluence the classification accuracy effectively by
eliminating the unmwanted noisy and redundani genes. One of wajor challenges is to discover how to exfract useful
information from huge datasets. Gene selection, eliminating redundant and irrelevant genes, has been o key siep (o
address this problem.This paper presents a various of feature selection techniques that have been emplaved in
micre array data based cancer classification amd presents recent advances in the machine learning based gene
expression data analvsis with different feature selection algorithms.

Kepword-Gene Expression, Cancer Classification. Feature selection

[ INTRODUCTION Microarray technology provided an opportunity for

the rescarchers to  analyze  thousands ol

Feature selection is an aclive research area in patlern gencexpression  profiles  simultancously  that  are
recognition, statistics. and data miningcommunitics relevant o different  felds  including
The main idea of feature selection is o choose a medicineespecially cancer, The categorization of
subset ol input variables byeliminating leatures with patient  gene cxpression profile has become
little or no predictive information, Feature selection commonstudy in  biomedical rescarch. The real
can significantlyimprove the comprehensibility of the problem is managing microarray data with ils
resulling classifier models and often build a model dimension.Since the dimension of microarray is
thatgeneralizes belter o unscen points. Further. il is large. classilying and handling the algorithms
often the case that finding (he correct subscl becomes (oocomplex to study the genc expression
ofpredictive features is an important problem in ils characteristics. Due to the presence of more
own right. For example, physician may make improperatiributes in the datasel, the accuracy of the
adecision based on the sclected features whether an classification algorithm also fels
cxpensive surgery is necessary for treatmentor not, alfectedsignificantly. The aim of feature selection

algorithm  is  to isolate (he most important
[caturesfrom the microarray data to minimize the
[eature space in order to improve the accuracy of
theclassification.

11 DNA MICROARRAY

Microarray lechnology is a developing (echnology

used Lo study the expression of many genes atonce. 11 A microaray gene expression data sel can be
involves placing (housands of gene sequences in represented in a tabular form. in which each
known locations on a glass slide calleda gene chip. A rowrepresents o one particular gene. each column io
sample containing DNA or RNA is placed in contact a sample or time point. and each entry of themalrix is
with the gene chip.Complementary base pairing Ihe mensured expression level of a particular gene in
between the sample and the gene sequences on the a sample or (ime point.respectively.

chip produceslight (hat is measured. Arcas on the
chip producing light identify genes that are expressed
in the sample.
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DNA microarrays are crealed by robolic machines
that arrange large amounts of hundreds orthousands
of gene scquences on a single microscope slide.
Researchers have a database of over 40,000 peuc
sequences that they can use for this purpose, When a
gene is activated, cellularmachinery beging fo copy
cerlain segments of that gene, The resulling product
is known asmesscnger RNA (mRNA). which is the
body's templaiec  for creating proteins, The
mRNAproduced by the cell is complementary, and
therefore will bind to the original portion of theDNA
strand [rom vhich it was copied.

To determine which genes are turned on and which
arc tured off in a given cell, a rescarchermust first
collect the messenger RNA molecules present in that
cell. The researcher then labelseach mRNA molecule
by using a reverse transcriptase cnzyme (RT) that
generates acomplementary cDNA to the mRNA.
During that process fluorescent nuclcotides are
attached tothe cDNA. The tumor and the normal
samples are labeled with different fluorescent dyes.
Next, the rescarcher places the labeled cDNAs onto a
DNA microarray slide. The labeledcDNAs that
represent mBRNAs in the cell will then hybridize — or
bind - to their synthcticcomplementary DNAs
altached on the micromrray slide, leaving ils
fluorescent tag. A researchermust then use a special
scanner to measurce the {luorescent intensity for cach
spoi/areas on themicroarray slide,

I a particular gene is very aclive. it produces many
molecules of messenger RNA, thus, morelabeled
¢DNAs, which hybridize lo the DNA on the
microarray slide and generate a Very
brightfuorcscent arcy. Genes that are somewhat less
aclive  produce [fewer mRNAs, thus, less
labeledcDNAs, which results in dimmer [Tnorescent
spots. If there is no fluorescence. none of
tuemessenger molecules have hybridized o the DNA,
indicating that the gene is  inaclive.Rescarchers
frequently use (his technigue o examine the aclivity
of various genes at differenttimes. When co-
hybridizing Tumer samples (Red Dye) and Normal
sample (Green dyedogether, lhey will compete for
the synthetic  complementary  DNAs  on  the
microarray slide. As aresull, il the spot is red, this
means that thal specific pene is more expressed in
tumor than innormal (up-regulated in cancer). If a
spot is Green thal means that that gene is more
expressed inthe Normal tissuc (Down regulated in
cancer). If a spot is vellow that means that that
specificgene is equally expressed in normal and
tumor,
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III RELATED WORK

Cancer is one ol most deadly dieses and lol of people
die world- wide beeause of cancer. As per the WHO
statistics in 2018 more than 20 million new cases
were identificd and around 9. 6million cancer related
death occur. Globally. about 1 in 6 deaths is duc to
cancer. The number of new 4 case is expected to rise
by about 70%over the nex(2 decades (source: WHO
2018). It has been identificd long ago thal cancer
occurs because of genedisorder. Gene expression is
nothing but level of production of prolein molecules
defined by agene. Moniloring of gene expression is
one of most fundamental approach in genelics,
Thetechnique for measuring gene expression is to

mensure the mRNA instead of  protein,
becausemRNA  sequences lhybridize with  their
complementary RNA or DNA  sequence while

thisproperty lacks in protein. The DNA arrays are
novel technologies that are designed 10 measuregene
expression of tens of thousands of genes in a single
experiment, Gene expression datausually contain a
large number of genes (in thousands) and a small
number of experiments (indozens). Tn  machine
learning terminology. these data sets are usually of
very high dimensionswith undersized samples. The
purpose of Gene selection is to find a set of genes
that bestdiscriminate biolegical sample of different
types. The sclected genes are “biomarkers” and
theyform a “marker pancl™ for analysis. For
analvzing the marker panecl rank based scheme
suchinformation gain was uscd. It was observed that
the information  pain  with  large  group  was
nolaccurale, therefore in paper(Zhu, Wang, Yu, Li,
& Gong, 201Mihey proposed model-based approach
lo estimate the entropy onthe model. instead of on the
data  themselves, Here, they used mullivariale
Gaussian generativemodels. which model the data
with multivariate normal distributions,

IV FEATURE SELECTION

METHOD
There are (wo Iypes of [ealure sclection methods
have been studied: flter methods  (Langley,
Flamingo, & Edu, 1994) andwrapper

methods(Kohavi & John, 1997).Filter mcthods arc
cssentially data preprocessing or data  illering
methods. Features atre sclectedbased on the intrinsic
characleristics that determine their relevance or
discriminative powers  wilhregard (o the  (argel
classes.In wrapper methods, fealure  selection s
“wrapped” around a learning method: the uselulness
ofa feature is directly judged by (he estimated
accuracy of the learning method. Wrapper methods
Lypically require extensive compulation lo scarch for
the best features.
(a) Basic featrre selection algorithm

(i) Input:
5 - Data sample [ with features X, | X[ =n
I = Evaluation measure (o be maxinmuzed
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GS — successor gencralion operator
(ii) Qutput:

Solution — (weighted) feature subset

L: = S1art Poini(X);

Solution: = {best of L according o ] }:
(iii) Repeat

L: = Search Strategy (L, GS (J), X);

X"= {best of L according to J}:

If J (X" =T (Solution) or (J (X") =J (Solution) and

[X°| = |Solution|) then

Solution; =X";

(iv) Until Stop (I, L).

The discriminating criteria are being wvsed by filter
method for feature selection. The
correlationcoelTicient or statistical test like (-test or [
lest is used lo filter the [eatures in the (iller
featureselection  method. Many  interesting  resulls
were obtained by researchers aiming to distinguish
between two or moretypes of cells (e.g. discased
versus normal, or cells with different lypes of
cancers). based ongene expression data in the case of
DNA microarrays. Since microarray data have large
amountofl data and attributes, which makes complex
for rescarcher to do analysis, A small subsct ofgencs
is casier o analyze as opposed to the se1 of genes
available in DNA microarray chips. Therefore it is
important to focus on very few genes to pive insight
into the class association fora microarray sample. It
also makes it relatively easier lo deduce biological
relationships amongthem as well as to study their
interactions.In paper (Shah, Marchand, & Corbeil,
201 2)they abtained feature selection algorithis for
classification with tight realizableguarantces on their
generalization error. The proposed approaches are a
siep toward which aremore general  learning
stralegies thal combine feature sclection with the
clagsification  algorithm.and have tight realizable
puarantees. They classified microarray data, where
the attributes of thedata sample correspond o the
C-‘(l)rCSSiDJI level measurements of various Behes was
considered. They chosen decision stumps as leariing
bias, which is in part been molivited by
thisapplication.(Banerjee, Mitra, Member, & Banka.
2007).In this paper they introduced an evolutionan
rough feature selection algorithm for
clagsilvingmicromray pene  expression  pallern.
Microairay data tvpically consist of large number
olredundant features: therefore an initial redundancy
reduction of atiributes was done to enablelusier
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convergence, The main aim was to retain only those
genes that play a vital role indiscerning between
objeets. Rough set theory was employed o generale
reducts, which represent the minimal scts of non
redundant [eatures capable of discerning between all
objects. in amultiobjective framework.

V EXPERIMENTAL ANALYSIS

Lung cancer dataset was used to compare dilferent
filter based feature sclection methods for the
prediction of disease risks. Four classificaiion
algorithms  reviewed above were considered Lo
cvaluale classificalion accuracy. The feature sclection
methods are

CSEBT-CfsSubsetEval_BestFirst
CSEGS- ClsSubsetEval_GeneticSearch
CLSEBFDT- ClassifierSubsctEval_BestFirst_
Deeision Tree

GS- Greedy_sicpwisc

GSDT- GreedySiepwise_ Decision Tree
PCA- Principal Component Analysis
TRF- Tree RandomForet

TSC-Tree Simple Cart

T148-Tree J48

BEN-Bayes. BayesNet

BNB- Bayes.NaiveBayes
FRBFN-Function. RBFNetwork
FMLP-Function, MultilayerPerceptron

Al first, [eature selection methods were used to find
relevant fealures in the lung cancer datasct and then,
classilication algoritluns were applied to the selected
[eatures to evaluate the algorithms. Same experiment
was repeated for four classifiers. WEKA 3.6.8
soltware was used. WEKA is a collection of machine
learning algorithms for data mining 1asks and is an
open source software, The software contains tools for
data pre-processing, feature selection. classification,
clustering. association rules and visualization, ome
performance measurcs were used for the cvaluation
ol the classification results. where TR/TN s (he
number of True Positives/Negatives instances, FP/FN
15 the number of False Positives/Negatives inslances.
Precision is a proportion of predicted positives which
are aclual positive:

The following lable show Lhe experimental result of

pene expression data set . Result show performance
of various Altribute selection mode.
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Cancer Data Set
Name:- Brain Tumour (Malignant glioma types)
Instances: 50

IS8N: 2278-4187

Attributes: 10368
Tahle 1
Attribute sclection Performince
Sr. | Evaluatio | Evaluator Parameters Tuning Atrribute Evaluation mode
No n Selection
Algorith Mode
m
I Attribute Best first Including Evalvate on  all
Subset Start sel: no altributes locally (raining data
Evaluator Search direction: forward predictive
Stale search aller 3 node expansions | attributes
Total number of subsets evaluated:
764460
Merit of best subsel found:  (.996
CFS Subset | Greedy Siepwise (forwards) Including Evaluatc on  all
Evaluator Start sel; no attributcs lacally training data
Scarch dircction: forward predictive
Merit of best subset found:  0.996 | attributes
Genelic search Including Evaluate on all
Start set; no attributes locally training data
Population size: 20 predictive
Number of generations: 20 altributes
Probability of crossover: 0.6
Probability of mutation; 0,033
Report frequency: 20
Random number sced: 1
Linear Forward Selection Including Evaluate on  all
Starl set: no atiributes locally training data
Forwird selection method: forward | prediclive
selection attributes
Stale search aller 3 node expansions
Linear Forward Sclection Type:
fixed-set
Number of top-ranked attributes that
are used: 50
Total number of subsels evaluated:
11148
Merit of best subsci found: 0,968
Altribute | Classifier Besl [irst ncluding Evaluale on all
Subsel Subsci Classilicr-ZeroR locally training data
Evaluator | Evaluator Start set; no attribules predictive
Search dircction: forward allributes
Stale search alter 3 node expimsions
Total number of subscts evaluated:
82914
Merit of best subset found: 132,942
Classifier Genetic search Including Evaluate on all
Subset Classifier-ZeroR locally training data
Evaluator Start set; no attribules predictive
Population size: 20 aifiributes
Mumber of generations: 20
Probability of crossover: (0.6
Probability of mutation: (.033
Report lreguency: 20
) Random number seed: 1
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Sk No Algorithm FST Total Number of Features Selected
Brain Tumour (Malignant Features
| elioma types)

1 CFS Subset Evaluator Best first 10368 949
2 CFS Subscl Evaluator | Greedy Stepwisc | 10368 95
3 CFS Subsct Evaluator | Genetic scarch 10368 4148

1 CFS Subsct Evaluator | Lincar Forward | 10368 39

Selection

3 Classifier Subset Best 10368 04

Evaluator first/Decision

Table

0 Classifier Subset Genetic search | 10368 1484

Evaluator

VI RESULTS
REFERENCES

Cancer dataset was used to compare different feature
selection methods for the prediction of discase risks.
Six [ealure selection techniques are usedwith
classification algorithms. CFS Subset Evaluator with
Genelic search is performed better result as compare
1o other feature selection algorithm,

VII CONCLUSION

This featwe selection algorithms shows (hat the
[eature selection algorithinconsistently improves the
accuracy ol the classifier. Each feature sclectlion
methodology  has  itsown  advantages  and
disadvantages. Each algorithm has different behavior
which shows thatusing single algorithm for different
datasel is infcasible. The feature selection algorithing
arc  onewhich decides the accuracy of (he
classification of different datasets. The feature
selectionalgorithm must select the relevant fealures
and also remove  the irrelevant and
inconsistentfeatures which cause the degradation of
accuracy  of  the  classification  algorithins.
Featureselection algorithim is playing a major role in
accurale  classification of large data set like
geneexpression, Therefore proper cancer
classification can  be achieved wsing feature
selectionalgorithms, and on time and accurate
treatment may be provided to the patients.
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ABSTRACT

Hindi is one of the most spoken languages of the world, Today Hindi language users has better input mechanism (v
express their sentiments easily on Social Media, so a large volume of User Generated Content in Hindi are digitally
store on the internet. It is being seen as an important source of information, but no computational system has yet
been available to analyzing these contents. A Sentiment Analvsis system has been proposed fo solve this problem
that anabvzes these Hindi contents amtomatically. The bhasic principles of Software Enginzering and Natural
Language Processing have been implemented to design (his svstem. It is a rule based system that follows some
linguistics rules fo classif any inpul fext info Positive, Negative ar Nentral. To evaluaie this system, a dalaset of
000 sentences has been created by compiling User Generated Content from Twitter and e-Newspapers. The
acenraey to Polarity Classification of the spstem Jor Known and Unknown datasel has been measured aboui 69%
and 52%, respectively

Keywards: Hindi. User Generated Content, Sentiment Analysis, Bhav Vishleshak, Natural Language Processing

I USER GENERATED CONTENT IN (a) Akshat Bokliwal and Piyush Arora (IIT
HINDI Hyderabad) developed a Hindi  Subjective

Lexicon of all possible and closely related
Synonyms and Antonyms words. They have
performed n-Gram Modeling and Machine
learning technique to analyze the sentiments
from the text [3].

(b) Aditva Joshi, Balamuraly and Pushpak
Bhattacharya (IIT Bombay) using H-SWN
(Hindi-SentiWordNet) in which all sentimental
word is classifving into Positive and Negative
class with a fixed numerical score [4].

Hindi is onc of the most spoken languages of the
world. Approximalcly 4.70 % of world’s population
uses Hindi for their daily life communication [1].
According to a study by KMPG in India and Google.
the total number of Hindi language users on the
Internet is 254 millions [2]. In view of this scope.
cncocdhing standard and linguistic tools have been
developed 1o support Hindi on the internet which has
empowered Hindi users lo express their senliments
on Social Media. Today Hindi users have been
expressing lheir senfiments towards any subject
regularly. so a large volume of User Generated
Contents are digilally available on the internet in
Hindi, It is being scen as an imporant source of

information by Government, Business Organizations ) .
or Individuals to Tacilitate their decision making 11 BHAV VISHLESHAK: A

processas [3-3]. SENTIMENT ANALYSIS SYSTEM
FOR HINDI

To overcome this problem a Sentiment Analysis
system has been developed for Hindi. The detailed
description aboul sysiem devclopment and working
procedure has been given below.

I1 PROBLEM STATEMENT . . ;
Bhav Vishleshak is a compulational system

developed to Sentimeni Analysis of Hindi contents.
The systen is mainly designed to classify the given
picce of text inte Positive. Negative or Neutral
automatically. Bhav Vishleshak works only on those
Hindi contents that has been written in Unicode
based Devanngari Script (Such as-Mangal and Kokila

As discussed, o huge amount of User Generated
Contents in Hindi available on the Internct, but it
brings many serious challenges when it comes to
analvze  these contents mamually, The manual
analysis of the contents requires more time and effort
that is very complex and tedions task. No

computational system has yet been developed to font),

analyzing these Hindi contents. Although a little but () Principles and Technologies used- The basic
important works has been conducted 1o Sentiment principles of Software Enginecring are applied lo
Analysis for Hindi contents, Some of the major work develop this system. All the functions ol Bhav
is lollowing: Vishleshak have been defined according to

MNatural Language Processing, C#.Net is used lo
desipn and code the system using Microsoll
Visual Studio 2008. To create the database of the
svsiem MS-Access 2007 has been uscd,

(h) Structure of the sysiem
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Fig. 1: System Structure of Bhav Vishleshak

Above figure shows the internal structure of the Bhav

Vishleshak. Two components namely  Text

Preprocessor and Text Analyzer have been used in

Bhay Vishleshak. These are depicted by the rounded

rectangle in the figure. Some NLP based processes

have been followed by these components to execuic
these functions, These processes are displayed by the
rectangle inside the components, The order of the
execution of these processes is sequential. Afler the

completion of one process, the next process begins. i

is represented by the arrow in the figure. The

Database of the systemn namely ‘Kosh’® is represented

by the cylinder shape in the figure. Both the

components associated bi-directionally with the
database that is depicied by dashed lines,

() Text Preprocessor=ll is nol necessary that inpul
text always be acceplable by the system,
Somclimes system is unable to process the lext
different from standard format. Therefore input
is firstly converled into sysiem understandable
format by the Text Preprocessor, Following three

processes have been used under the Text
Preprocessor:
(i) Text Normalization-Text Normalization is

a process Lo remove the undesired elements
from the input text in terms of Sentiment
Analysis, Various [ypes of symbols, logos,
URLs. emoticons. special characters, etc, are
vsed by Social Media users in  their
expressions which may be affects (he
accuracy and quality of Sentiment Analysis.
Therefore all the unnecessary elements are
removed  from  the text  through Text
Normalization.
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(i) Text Segmentation-Since Bhav
Vishleshak is mainly designed for Sentence
level Sentimenl Analysis so here Text
Segmentation has been used to splif the text
at sentence level. Initially the input text is
divided into sentences and each senlence
analyzed separately,

(iii) Structure Recognition-Simicture
Recognilion is a process defined under the
Tex1 Preprocessor Lo identify the structure of
the sentences. The structure of sentences is
cither simple or non-simple. A sentence
having more than one sub-sentence is called
non-simple sentence. All the sentences are
tagged as simple and non-simple. The
purpose of finding the struciure of scnicnces
here is to identily the sub-seniences used in
the senlences. so hal they can be analyzed
separalely as a senlence,

(d) Text Analyzer-This is the second and most
important component ol the svstem. To analyze
the fext it uses following three processes
sequentially:

() Sentiment Tagging-Sentiment
Analysis mainly works on the basis of
sentimental  words  and  idioms
presented in the text. These are the
essentinl  elements  for  doing
Sentimenl  Analvsis, so0  here
Sentiment Tagging has been used to
iclentify all the sentimental words and
idioms in the text.

ISSN: 2278-4187
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(i) Subjectivity Classification-It is a
process used (o classify the sentences
inlo Subjective or Objective. A
senlence that contains any
sentimental words and/or idinms is
called Subjective otherwise it s
called Objective.

(iii) Polarity Determination-Polarity
Determinalion is a process used lo
decide the polarity of each subjeclive

[4 v rocn s e oy e e s e

wTpT (Fig) W (Ean  Eboview) T (D
| h-ﬂmr wia {Inpul Tax):

T

scntence  presented  in the  (ext
Subjective sentence is classified as
Positive, Negative or Neutral by this
process. i follows some predefined
classification rules to determine the
polarity of the text
(e) Kosh-IL is a dalabase created under the
system. It stores all the information
necessary for the system.
(D Interface of the system

| Frtn ms (Dulpui Taxty

{37 pere ity b7 wre o MnwerREY & O G twer 7 AR S T B T AE Shw A R 4 a7 AR E o o
TH WY B 3w F AR A I oFSm O i A My M o s s @ e ph

Ermn F= (Aralan) || wnl =t (Cloar)

‘; (NEG) SS[I
i

)

| = MANY (Washag|

The above figure shows the main interface of the

system in which the names of all the controls for the

convenicnce of users arc kepl in Hindi and English.

Differeni oplions have been provided to the user

through menu displayed below the titlebar in the

interface. The interface contains two lexiboxes: one

lo receive inpul from he user and second one (o

display output to the vser, There are two butlons are

used in the interface; one for analvze the input text
and second to clear the input box.

(2) Evaluation of the system-The Bhav Vishleshak
has been cvaluated on Known and Unknown
Dataset.

(i) Known Dataset: A Datasct that is referred

o develop any sysiem is called Known

Dataset. All the sentences arc analyzed lo

Rule Derivation and Database Creation for

the system. Since the system is developed on

the busis of such dataset, it is lreated as

Known Datasel,

Unknown Dataset: A Datasct that is not

referred to develop any system is called

Unknown  Dataset.  Normally  systems

(i)

| p——————— kL
lpkie) ¢ SCOEG) SCon)= e ® @Y SR 7 Wiy g F R S 50(2) 55(2)) 50T (SWIPOS)]
‘1 SC(1P05) M<COHT= fmn & 8y Pom ot [IDWPOS)] SO{ZPOS) sreCotl)> wae & Mo [SWINEG) ¢ SC
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produce higher accuracy on the Known
Datasel. 50 lo make system more versatile it
should also be evaluated on the Unknown
Dataset.

To evaluate the Bhav Vishleshak, a dataset of 4000
sentences is created. The Dataset is divided into
Known and Unknown datasel, Each dataset is
organized into 10 diflerent scis. In order to maintain
the balance between sets, the equal number of
scntences has been kept in each sel. There are 200
sentences in each sct. in which there are 100 positive
and 100 negative sentences. The following formulas
have been used to calculale the accuracy percentage
of the Bhav Vishleshak:

Formula 1: (To SUs Identilication)

= ( ¥ Identified (SUs) /T Total (Ss)) x 100

Where, 5Us means Sentimental Units Formula 2:
(To Polarity Classification)

= (Numbcr of correctly classified Sentences / Total
Sentences) = 100

ISSN: 2278-4187
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Accuracy Measurement Table for Known Dataset

Table 1

Aceuracy (%)
S5.No. | SET gy Polarity
Identification | Classification

2. |B 90 90
4 | D 80 o0
i |E 40 30
6. |F 90 60
7. |G 50 70
8 |H 70 80
9 |1 10 90

10, |J 80 100
Avg, Acc. 61 09

Table 2
Accuracy Measurement Table for Unknown Dataset
Accuracy (%)
S.No. | SET 7555 Polarity
Identification | Classificalion

1. | K 70 0
2. |L 60 60
4. 30 60
5 |0 80 70
6. P 90 60
7. |0 ] 20
8 | R 30 G0
9. |8 40 10
. | T 10 40
Avg, Ace, 44 52

1S8N: 2278-4 1 87

Comparison of the accuracy (o Polarity classification on the known and unknown dataset of Bhay Vishleshak is

shown in the following graph:
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Fig. 3: Comparison graph for known and unknown dataset.
IV CONCLUSION [2] https:/fassets. kpmg/content/danvkpmg/in/pdii20
17/04/Indian-languages-Defining-Indins-

The above system is an attempt towards Sentiment Intemet, pdf.
Analysis of Hindi content. Since it mainly works on ) . .
predefined rules and knowledge, so its accuracy and [3] Arora, Piyush. (2013) Sentiment Analy Sh"s 5 for
quality are limited. If the number of rules and the size Hindi Language (MS Thesis). IIIT Hyderabad.
of the database are increased, the system will produce :
better results. To make the system more effective, it [4] Joshi, A, R, Balamuraly A R.. &

has to be customized according to Unknown
Datasets. The system is to be also useful for Text
Analysis, POS Tagging, Language Teaching, cte.
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ABSTRACT

[CT has wide range of applications in the madern organizations. In terms of University adnission system usages of
ICT plays a prominent rofe. The ohjective of the study is to build a model spectfication for online adinission system
i the stete of Chhattisgarh. The present study examined the effect of predicting fuctor resource utilization and value
Jor money, ease of use, student's satisfaction, information access, safely and security and transparency and
efficiency of ICT based online admission practices on stident's satisfuction (criterion variahle), Demographic
Sfactors like age, income, gender, occupation and family tepe were the controlled variable in the stidyv. Hierarchical
multiple regression analvsis (step wise method) was used for model specification with the help of SPSS v 24
(licensed) and ANOS v24 (licensed). The model specified as per jit signifies that age of the respondents and fathers
occupation have a significant effect on the ICT based online achmission process. where as easy medtum of access of
the online admission svstem, aceessibility of information of admission and safely and security [ealiires invalved in
online admission system significantly effects the satisfaction of students adnutted through enline maode. Result
indicares the ,_.a_qjh;uj"jj-;g percentage {?["”H pI‘E’cl’fE‘?d!‘S was 42.7%: this total t;ffﬂ?{.’ variance inclided 3.3% fﬂ)‘ age,
1.2% for occupation, 32.1% for case of use, 4% for information access and 2.1% for safely and securify. This
model can be generalized for higher edicational institdions for ICT based anline admission practices in the state of
Chhattisgarh.

Key Words: 1CT. onlinc admission system, hierarchical multiple regression. for higher educational institutions

I INTRODUCTION reliability and enhances [nimess. (Turkle, 1997
Terrell &Dringus, 2000: Robinson &Hullinger, 2008,
Forsyth. 2014).All the higher ¢ducational institutions
in the state of Chhallisgarh are praclicing onling
admission practices. ICT based online admission
practices are influences by many factors. Some
lactors, which were identified in the literature.
include resource utilization and value for moncy,
cuse of use. student’s sulisfaction, information access,
safely and securily and transparency and clficiency,
The present study deals with proposing a meodel,
which [inds the best fit as per the dimensions.
considered for the study in the higher educational
institutions in the siate of Chhattisgarh.

Learning is a never-ending process. which shapes the
personality of an individual. Learming occurs in all
stages of life beginning [rom childhood stage, pre-
schooling stage 1o schooling stage than to higher
cducation. Institutions providing learning plays an
important  role in  development of individual’s
identity. Fligher educntional institutions in (his
regards is plays a pivotal role. The enralment process
of higher educational institutions i pasl has been
lengthy and time consuming since it was based on
heman  processes, OF late, there has  been
transformation in (he admission process. which is
replaced by ICT based online admission process. Tt
has become more lechnology centric and minimizes 11 METHHODOLGGY
lwman effort, 1L is more iransparent medium of

admission. which climinates [avouritisin, increiascs
Correlation design is adopied in the study as it helps

In the present study all siudents enrolled in higher rescarchers (o ascertain relationship belween Lwvo
echication in the state of Chhattisgarh through online closcly connccled varinbles (Fracnkel, Wallen&
admission process were considered to be the cnlire Hyun, 201 1).Purposive sampling technigue was used
popu]n[ign of the studv. Whereas the clement of the in the study for Sclﬂclillg h snmple from the
study canstilute of the individual siudents. A sample population. The in¢lusion criteria for identification of
is o small percentage of a population sclected for the respondent students were based on two criteria.
study. It is a finite part of a statistical population First the participants must have envolled in the first
whose propertics are studied to gain information vear diploma. undergraduate and post graduate
about the whole (Webster., 1983). Since (he programme of university and second the respondent
population is large and is spread across geographical student must have some sorl of knowledge regarding
terrilorics  (he  researcher decided 1o have 400 online admission process. Usage ol ICT in admission
responcdent  students  from  higher  educational process of university/ higher educational institution
institntions  as  the sample size of the study. questionnaire developed by Dubey el al. (2018) is
Used in the present study. The scale contains 26 ulilization and value for money, case of use. student’s
items with six broad dimensions namely resource satisfoction, information access, safety and security
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and transparency and efficiency, The scale has [ive-
point rating scale ranging from strongly agree. agree.
neutral.  disagree  and  strongly  disagree  with
numerical notation of 3,4.3.2 and | respectively.

HI PROCEDURE/ METHODS OF
DATA COLLECTION

The study was conducted from May to August 2018,
For collecting the primary data the pre designed self
structured  questionnaire was  adininistered 1o the
students and universily officials of higher educational
institutions in the state of Chhaltisgarh. Direct
personal interview method was used for oblaining
information from the participants under study, During
the initial phasc of data collection a pilot lesling was
made to test the adequacy of the questionnaire. The
inclusion criteria used for selection of prospective

participants  includes those sludents who took
admission in [rst year of diploma, undergraduate and
post graduate programmes of the university and were
known or familiar lo the online process of admission.

IV DEMOGRAFPHIC PROFILE OF THE
RESPONDENTS

Table 1 presents the demographic orofile of the
respondent (students) under study. The demographic
profile of (he respondents (students) which are
included in the study comprises of age, gender,
fathers occupation. family type. yearly income of the
family. area of residence. programme of admission.
admission strcam. A total of 400 respondent students
of eight Universities were grouped inlo the following
calegories:

Table 1
Demographic profile of the Respondent Students (N=400)

Variables Frequency Percent Mean 5D 95% C1
Age (Years)
15-20 159 39.7 24.65 6,286 24,03-25.27
21-30 176 44.0
31-40 59 14.8
Above 4D (i} 1.5
Genider
Male 291 72.7 1.23-1.32
Female 109 27.3
Fathers Occupation
Service 164 41.0 1.95-2.13
Business 93 232
Agriculture 102 25.5
Others 41 10.3
Yearly Income
High 110 27.3 869439 34635 T3R323-924373
Medium 167 +41.7
Low 123 30.8
Family Type
MNuclear 260 63.0 4,99 1.91 +4.80-5.17
Joint 140 35.0
Area of Residence
Villoge 76 19.0 2,10-2.24
Town 179 44.7
City 143 36.3
Programme
Diploma 105 26.3 1,91-2,05
Undergradume 197 49.2
Postgracuate 98 24.5
Stream
Arls 78 19.5 21.62-2.82
Commerce 43 10.8
Science 191 47.7
Others 88 22.0
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V ANALYSIS AND RESLUTS

The objectives of the study which aim lo build a
mode] specilication for online admission sysiem in
the state of Chhattisgarh. Hierarchical multiple
regression analysis (step wise method) was used (o
examing the effect of predicting factor resource
utilization and value for money. easc of use. student’s
satisfaction, information access. safely and security
and transparency and efficiency of ICT based online
admission practices on students satisfaction (criterion
variable).

Demographic factors like age. income. gender.
occupation and family (ype were the controlled
variable in the study,

VI ANALYSIS

regression(Wampold, &
Freund, 1987:Scialfa. & Games. [1987:5cibold,
&Mephee, 1979;  Schafer.  1991Berry, 1993
Weisberg, 2005 Gelman& Hill, 2006: Cohen, Wesl
& Aiken, 2014) analysis was compuied laking into
consideration, the composite scores of Lhe responsc
on the predicting variables (i.c. resource utilizalion
and wvalue for money, ease of use. student’s
satisfaction. information access, safety and sccurity
and transparency and efficiency) separately with their
respective dimensions, The entire controlled variable
and the predicting variable was entered into the SPSS
v25 with student’s satisfaction as the crilcrion
variable. In cach hierarchical multiple regression
analysis first control variable age. gender, income,
occupation and [amily type were culered in to the
equation. Next the respective variables with their
composite scotes were entered into the equation. The
outpul generated from (he analysis showed live
different models which were found signilicant.

Hierarchical multiple

VII RESULTS

The results of the hicrarchical muliiple regression
analysis for the composite scores ol the independent
variables (i.e. i.e. resource wtilization and value for
money, ense of wuse, student’s satisfaclion.
information access, safety and security  and
transparency and cfficiency) and controlled variable
{i.c. age, gender. income. occupation and family
type) are presenied in table 2.

In model 1. age made significant contribution in
variation of (he students satisfaction F (1. 398) =
13.648, p=0,01) and explained 3.3 % ol the variance
in students satisfaction (R = 0,182, AR" = 0.033). The
standardised beta value ([ = 0,182, p=0.01) indicaied
significant posilive association between predicior age
of the respondents and students satisfction level: it
means higher age groups have more salisfaciion
towards online admission process,
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In medel 2. occupation of father made significant
contribution in variation of the students satisfaction
(AF (1, 397) = 9.339, p=<0.01). The introduction of
factor occupation explained additional 1,2% variance
in students satisfction with overall 4.5% (R = 0.213,
AR? = 0.012). The predictor occupation was found (o
liwve significant posilive association (f = 0.110.
p=0.01) with siudents satisfaction; which indicates
that Fathers occupation of the respondent students is
linked (o students satisfaction level of the students.

In model 3. ease of use made significani contribulion
in variation of students satisfaction (AF (1, 396) =
76,309, p=0.01) and explained overall 36.6% ol
variance in students satisfaction (R = 0.605. AR® =
0.321): the model cxplained additional 32.1% of the
variance in students satisfaction. The resulls indicated
significant positive association between  predictor
casc of use of onlinc admission process on sludents
satisfaction (p = 0,572, p<0.01); that mecans higher
the case of usc of online admission process higher
will be the students satisfaction in using online
medium ol adinission.

In model 4. factor information access made
significant contribution in variation of the students
satisfaction (AF (1, 395) = 67.694. p=0.01). The
introduction of factor information access explained
additional 4% variance in students satisfaction with
overall 40.7% (R = 0,638, AR® = 0.040). The
predictor occupation was found to have significant
positive association (B = 0.229, p=0.01) with students
satisfaction: which indicates thal with the rise in the
information access of online admission process the
satisfaction level of the students also increases.

In model 5 factor salety and sceurity made
significant contribution in variation ol students
satisfaction (AF (1, 394) = 58.821. p<0.01) and the
model explained additional 2.1% of the variance in
students satisfaction (R = 0 654, AR” = 0.021). The
overall variance of the model was found (o be 42.7%.
The results indicated significant positive association
between predictor safety and securily lactor ol online
admission process on students satisfaction (ff = 0.16-.
p=0.01): that means higher the safety and sccunly
features of onling admission process higher will be
the students satisfaction in using online medium of
admission,

Findings clearly indicated that the control variable
gender income and family type did not make any
signilicant variation in student’s satisfaction n online
admission process. In addition resource utilization
and value for money and transparency and clficiency
did not contribute significamly in the variation of
student’s satisfaction on online admission process,

[SSN: 2278-4 187
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Result indicales the explaining percentage ol all
included 3.3% for age, 1.2% for occupation, 32, 1%
for ease of use, 4% for information access and 2.1%
for safety and security.

Variaice inflation factor (VIF) found, ranged from
L.000 to 1.474, which was distant from the 1.0 to 3.0,

The model specified as per fit is presented in figure 1.
The implications drawn from the model significs that
age of the respondents and fathers occupation have a
significant effect on the ICT based online admission
process, where as easy medium of access of the
online admission sysiem, accessibility of information

prediclors was 42.7%; this total of the variance
criteria that may indicate mullicollinearity cencern
(O’brien. 2007). It means that multicollinearity found
significant correlation  between all  predicling
variables.

of admission and safety and securily [features
involved in online admission system significantly
effects the satisfaction of students admitted through
online mode. This model can be generalized for
higher educational institutions for ICT based online
admission practices in the state of Chhattisgarh.

Table 2
Result of hierarchical multiple regression analysis
Predictors Model 1 Model 2 Model 3 Model 4 Model 5
B t | VIF B t VIF | B t VIF | B t YIF | B t VIF
Age 1m2| 360 | 1000 | 192 | 3sez | 1007 | m3 | 2791 | 1027 | 100 | 2537 | 1031 084 | 2149 | 1044
Occupation o110 | 2239 | tho7 | 085 | 2112 | 1009 | 113 | 2873 | 1025 | 087 2217 | 1061
Ease of Use
572 | 14166 | 1020 | 468 | 10.627 | 1290 | 406 | 8.776 [ 1474
Information Access
2729 | 5.185 | 1300 | 213 | 4.877 | 1313
Safety & Security
164 | 3775 | 1298
R 0.182 0.213 0.605 0.638 0.634
R 0.033 0.045 0.366 0.407 0.427
AR? 0.033 0.012 0321 0.040 0.021
AF F(1,398) = 13.648** AF (1,397)=92.399"* AF (1,396) = 76.309*% AF (1,395) = 67.694%* AF (1,394)=38.821""

Fig. 1 Model specification for predictors on criterion variable

0.021

Safaty & Security

0.021 0.012
Age Oeccupation
0,182
o 0.11
Ease of Use
0.572
0.040 0.427
; 220 ‘ %
Information Accass - - Studaents Satisfaction
0,184
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VII CONCLUSION

ICT bascd online admission system has replaced the
traditional means of admission i the state of
fathers occupation have o significant effect on the
ICT baserl online admission process. where as casy
medinm of access of the online adimission system,
accessibility of information of admission and salety
and sccurity features involved in online admission
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ABSTRACT

Sentiments anel Opintons are only aftributes to express views aboul alfifude, enmotions, and senfiments through various social
nehworking sites like hwitter, Facebook, Google | but lo calegorize acenrate positive and negative thoughis of peoples on
sacial media data we have to use vartons sentimental analysis methods. In this research paper we discuss about various
methods related 1o sentimental analysis aned tabulate the accuracy of different techniques and comparing oest methods fo
improve accuracy for social media data. In this research paper we compare various sentimental analvsis methods related fo
classification fechniques and create an analysts table for different supervised and unsupervised methods for different social
media datasets and gecuracy percentage for different tecimiques. In this research paper we compare various sentimental
analysis methods related to classification techniques and create an mialysis table for different supervised and unsupervised
methods for different social media datasets and accuracy percentage for different techniques. Sentiment analysis relates fo
the problem of mining the semtiments from online available data and categorizing the opinion expressed by an author
towards a particular entity into al most three preset categories: pasitive, negative and neutval, In this paper, firstly we
present the sentiment analysis process to classify highly unstructured data on Twitter. Secondly, we discuss various
techniques to carryoul sentiment analysis on Twvitter data in deiatl. Moreaver, we present the paramelric conpartson of the
discussed lechnigies based on our tdentified parameters.

Keywords: Social media, Sentiment Analysis, opinion mining, Decision Tree, Sentiment Methods.
to correct classify the positive and negative comments by

using different tools such as Weka, Mailab and Hadoop
and have produced different accuracy percentage.

1 INTRODUCTION

-Sentiment analysis is the automated mining of attitudes,
opinions. and cmolions from tcxt, speech, and databasc
sources through Nalural Language Processing (NLP).
Sentiment analysis involves classifying opinions in text
into categories like "posilive" or "negative” or "ncutral”.
Sentimenl Analysis is the process of determining whether
a piece of writing is positive. negative or neutral.

There arc two main approaches for sentiment analysis:
machine learning based and lexicon based. Machine
learning based approach uses classification technique to
classify text. Lexicon based method uses sentiment
dictionary with opinion words and match them with the
data to determine polaritv. They assigns sentiment scores
to the opinion words describing how Positive, Negalive

There are various rescarch papers available related to opiy e o o
and Objective the words contained in the dictionary.

sentimenial analysis of social media data where different
supervised and unsupervised classification methods used
predictive and dingnostic and problems and it used lo
evaluate learning algorithm and provides a useful
perspective for understanding.

There are various levels of sentimental analysis such as
Document level semtiment analysis, Sentence level
sentiment, Sentitnental analysis methods for social media

: . () Support Vector Machine (SVM) -In machine
data can be categorized can be u'l.scd in three wnys_-. learning, support vector machines (SVMs, also
Fom ”“_: docu'mf:m. bul. sometimos newps or yerbs may support vector networks) are supervised leamning
also express opinion. models with nssociated learning algorithms that

analyze data used for classification and regression

II STUDY AREA i'lll}'ll.}’SiS.

(c) Maximum Entropy algorithm(MEA)- ME modcls
In this paper various social media data have used for mamed as Gibbs. log linear. multinomial logic
sentimental i]]li‘l['\’SjS where the [irst slep in Sllpch'iscd models . cxponm“ial and present @ gm]_cr;ﬂ purpose
Machine learning technique is to collect the training set machine learning technique for prediction and
and then selects the appropriate classifier. Once the classification which has been productively practical
classifier is selected. the classifier gets trained using the to fields as different as econometrics and computer
collected training set. vision.
There various methods used in various sentimental () K Nearest Neighbors (KNN) -In  pattern

aalyses of social media data such as-
(a) Naive Bayes Classification (NB) -The statistical

Bayesian  algorithin - characlerizes a  supervised
leamning technique, il supposes an  originating

probabilistic method and it permits us to confine
imprabability abom the method in an honorable way
by formative chances of the results. It solves

recognition, the k-nearest neighbors algorithm (K-
NN) is a non-parametric method wused for
classification and regression. In boih cases, the inpui
consists of the Kk closesi training examples.
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(¢)

(a)

(b)

10-fold  Cross  validation-Cross-validation is 2
technique to  evaluaie predictive models by
parlitioning the original sample inlo (raining sel lo
{rain the model, and a lest scl to evaluate it. Tn k-lold
cross-validation, the original sample is randomly
partitioned into k equal size subsamples.

I METHODOLOGY

Sentiment Analysis based on Supervised Machine
learning technique.
Senliment  Analysis
Teclnigue.
Sentiment Analysis by combining the above two
approaches.

by using Lexicon based

ISSN: 2278-4187

Decision tree - 1t is the most powerlul and popular
tool for classification and prediction. A Decision tree
is a Mowchart like tree structure, where cach internal
node denotes a test on an atldbule. cach branch
represents an outcome of the test. and cach leafl node
(terminal node) holds a class label,

(f

In Supervised Machine leaming techniques, two types of
data sets are required: iraining dataset and test data set. An
automalic classifier leams the classification factors of the
document from the training set and the accuracy in
classification can be evaluated using the tesi sel, Various
naichine learning algorithins are available that can be uscd
very well 1o classily (he documents. The machine learning
algorithms like Support Vector Machine (SVM), Naive
Bayes (NB) and maximum cntropy (ME) arc used
successfully in many research and they performed well in
the sentiment classification.

Table 1
Comparative table for acenracy of various Sentiment Analysis methodsusing Different Techniques

Research Paper Approach Dataset  |Technique  |Accuracy
A Study on Sentiment Naive 5300
Analysis on Social Media s Twitler Bayes y
Using Machine Supervised | aset SVM 0%
Learning Techniques KNN 4%
Social media metrics N,
andl sentiment analysis Supervised F;:c'"m% KNN 82.3%
s nlaset
to evaluate the effectiveness
of social media post
Sentimental Analysis of Naive
A : G6.66%
Twitter Data using Supervised & Twitter Baves i ?
Text Mining and Hybrid Unsupervised dalaset Hybrid 76.31%
Classification Approach Techniques gl
Classification of Faceboolk F“ﬁ;‘i‘fﬁok SVM 97%
News Feeds Supervised Fouds logistic 60%
and Sentiment Analysis datasect regression 9
Googlet+,
Mining Scntanm:ﬁ from Supervised J\f*lticr: SVM 88%
Tweets Myspace
dataset
Movie SVM 86.40%
Revicws
Sentiment Analysis of e
: i ’ Twitter Training 82.52%
Twitter Data: A Survey of Supervised Fvi 5\;&; g 3k
Techniques -
Stanford Dee
Sentiment I_.c:'lmlijn : 80,70%
Trecbank e

1834
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SVM 82.9%
Analysis of Various LTy i
gcn timent Supcn]sqi & Mu‘vlu MaxEnl 819
Classification Techniques | Dnsupervised | Reviews 2
assification Techniques Nuive R1.5%
Bayes '
Facchook Posts Facebook
SVM 78.9%
Text Classification to T News ?
Improve Information P Feeds
Filtering dataset K-NN 55.57%
Sentiment analysis in Supervised 10~ ford
twitter data using data Twitter W
; y ; Cross 85%
ytic techniques for datasel vilidtaticin
lictive modelling P
Decision 84.66%
Sentiment Analysis and k: , i Tree _
Classification of Tweets E‘”’_‘"‘“,‘“ﬁf’ &d‘ Tl)‘f"""’ K-NN 50.72%
Using Data Mining supervIse dataset Maive
64.42%
Bayes
and accuracy percentage for dilferent techniques. The final
IV CONCLUSION result of this comprehensive study is that the approx 80%

In this rescarch paper we compare various sentimental
analysis methods related 1o classification lecimiques and
create an analysis table for different supervised and
unsupervised methods for different social media datascls
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ABSTRACT

Due to the distortive character of the propagation environment and High bit data rate transmission over
wireless channel makes the chamel response extend aver more than one symbol period transmitted data symbols
will spread out in time and will interfere with each other, a phenomenon called Inter Symbol Interference (ISI).
This is undesirable and males the recovery of signal difficult. Equalization is methad which is commonly emploved
to fight with ISI. In this paper different equalizer has been analyzed and compared for 2x2 MIMO channel.

Kepwords- DPSK, MIMO, interference, MMSE, Zero forcing AWGN, Rayleigh

I INTRODUCTION

The emergence of internet and mobile technology has
enabled us to share video, text, voice and all other
information in all over the world, Introduction of
wircless and 3G mobile technology has made it
possible 1o transfer the data at very high speed while
keeping the high quality of the data intact, To achieve
high quality data al very high data rate is a big
challenge. These problems can be minimized by
applying Orthogonal Frequency division Multiplexing
technology. Unlike wired media, in wireless media,
signal reach the receiver from different path and
hence lead to the inter symbol interference. This inter
symbol interference phenomenon causes the increased
bit error rate [1].

Generally in designing the comnunication system, it
is assumed that the AWGN Channel or non dispersive
channel passes all the frequency which is practically
not possible.

For any band-limited or dispersive channel, the
impulse response of the chamnel resembles the
impulse respouse of ideal low pass [ilter. Due to (his
the transmitted signal is smeared in time and hence
spread the symbols length causing the overlapping of
adjacent symbols, The interference caused by this
phenomenon is known as inter-symbol interference
(ISI). This phenomenon is undesirable in
communication system and increased the bit crror rate
(BER) and hence need to be resolved correctly. This
problem of IS1 can be overcome by either designing
the band-limited pulses otherwise known as nyvquist
pulses for transmission or by filtering the received
signal to suppress the effect of ISI introduced by the
impulse response of the channel. The process of
mitigating the effect of ISI by using appropriate
filtering operation is known as equalization process
[2]1.This paper presents a performance evaluation of
some of the equalization techniques like zero lorcing.
zero forcing with successive interference cancelling
(ZF-51C). MMSE, ZF-SIC with optimal ordering,
Maximum likelihood (ML) ecqualizer, MMSE-SIC
with optimal ordering 2x2 MIMO system  under
Rayleigh fding and noisy chamel.

1837
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(2) Quadrature Amplitnde Modulation (QAM)-
Quadrature amplitude modulation (QAM) is a
modulation scheme in which two sinusoidal
carricrs, one exacily 90 degrees out of phase with
respect (o the other, are used lo transmil dala
over a piven physical channel. Because the
orthogonal carriers occupy the same frequency
band and differ by a 90 degree phase shift, cach
can be modulated independently, transmitted
over the same frequency band, and separated by
demodulation at the receiver. For a given
available bandwidth, QAM enables data
transinission at twice the rate of standard pulse
amplitude modulation (PAM) without any
degradation in the bil error rale (BER). QAM
and its derivatives are used in both mobile radio
and satellite cominunication svstems. Figl.8
shows the block diagram of QAM and Figl.9
shows the waveform of QAM.

Channel Model-AWGN  (additive  while
Gaussian Noise) is model of channel which
produces only white Gaussian noise (having
Gaussian distribution) whose spectral density is
constant, This channel model does not introduce
frequency selectivity, [ading dispersion and
interference phenomenon, This channel model is
sufficient enough to analyze the effect of
Goussian noise coming from various natural
sources [3] with the simple mathematical model.
Fading is the phenomenon of introducing
distortion in carrier modulated signal in some
propagation medium [4]. The nain rcason of
fading phenomenon in  wircless media s
multipath ~ propagation  which  resulls  in
transmiiting signal’s reaching the recciver by
two or more path. These dilferent paihs
introcduce  constructive  and  destructive
interference in the signal causing phase shifting
of the signal. Rayleigh lading is one of the types
of fading which occurs due to the multipath
reception, It can be simulated with the help of
statistical modlel for analvzing the effect of
propagation environment on a signal [3].

(b)

ISSN: 2278-4187
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Channel

model having the characleristics of

multipath environmenit can be simulated. The

hy hy by
0 T 2T

Fig. 1.2 Impulse Responsc of multipath Channel

impulse responsc of 3-tap multipath channel model
with spacing T is shown below-
h[k] = [l ha hs]

Apart from experiencing multipath effect, the transmitted signal is also afTected by AWGN

p(x)=

- 2

Vanrg® g

(Absolute Gaussian noise) noise n. This noise is represented by Gaussian function given by
Here the p represents the mean of distribution and o is variance.

With the known channel tesponse h(k) and noise n, the signal received at the receiver is given by v(k)=
x(k)@h(k)+n

here the & represents the convolution operation|5].

(¢) Equalizer-Equalization  is

the process of

mitigating the 18I effect by decreasing the error
probability which occurs in the communication
system when no ISI suppression mcthod is
applicd. But since the suppression ol 1S tends o
enhance the noise power therefore the oplimum
balance between noise power enhancement and
suppression of 1SI need to catered [4].

0]

(i)

Adaptive equalization[7][8]- An adaptive
equalizer is a type of digital Alter or
equalization (ilter which is designed in such
a way Lhat it automatically adapts itself to (he
time varying properties of communication
channel. This technique is frequently vsed to
mitigate (he distortion produced by multipath
effect.

Zero Forcing Equalizer]9][10]- Proposed
by Robert lucky, zero forcing method of
cqualization is a linear cqualization method
which restores the transmitied signal by
inverting the frequency response of the
channel, The name zero forcing comes from
the fact that it is able to reduce the ISI to
zero value in case of noise [ree environment.

(i) MMSE Equalizer [11]- This type of

equalizer uses the squared ciror as
performance measurement [11]. The receiver
filter is designed to [ulfill the minimuin
mean square ctror criterion. Main objective
of this method is to munimize the emor
between target signal and output oblained by
filter.

1838

(iv) Zero Forcing with Successive Interference

(v)

cancellation (ZF-SIC) Equalizer [12] - In
this methed, first of all the zero forcing
equalizer find the cstimated symbol x; and x;
then onec of the estimaled symbol is
subtracted from received symbol (o compute
the cqualized symbol by applying maximum
ration combining(MRC)[36].

Successive Interference Cancellation using
optimal ordering Equalizer [13]- In the
previous successive interference cancellation
method,  estimation  symbel 15 chosen
arbitrarily and then its cffcet is subtracted
from received symbol v1 and ¥2. A betler
result can be obtained if we choose estimated
symbol whose influcnce is more than other
symbol, For this first of all the power of both
the symbol is computed at the receivers and
then the symbol having higher power is
chosen for subtraction process.

(vi) MMSE SIC with optimal ordering [14]-

The same concepl of successive interference
with optimal ordering can also be applied (o
the MMSE equalizer and the resultant
equalizer is known as MMSE SIC with
optimal equalizer.

(vi)ML (Maximum Likelihood) Equalizer -

Let x represent the signal mainix, H represent
the channel response and n represent the
noise then the signal obtained at the receiver
is given by

ISSN: 2278-4 |87
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I METHODOLOGY

In order to analyze how different techniques of
equalization perform in MIMO having noisy and rayleigh
channel characteristics, a simulation program is designed
for all the six method in MATLAB environment.

=
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Fig. 4.1 Flow Diagram of Mcthodology

IV EXPERIMENTAL RESULTS

Here is the performance ol all the six equalizer for QAM in 2x2 MIMO Syslem

(2) BER for ZF Equalizer

File Edit  View Insert Taok Uulrhlp Wimluw .t‘f’# T
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Fig.1 BER for ZF Equalizer for QAM
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Table 1
Theoretical and Simulated BER table for ZF equalizer (QAM Modulation)
Eb/No Theorctical BER for Theoretical BER for Simulated BER for
IndB nTx=1nRx=1 nTx=1.nRx=1{MRC) nTx=2,nBx=2(ZF)
0 0. 146447 0.058058 0.238012
10 0.023269 0.001599 0.042425
20 0.002481 1.84E-05 0.004732
30 0.00025 1.87E-07 0.000429
40 2 5E-05 1.87E-09 0.000051
Fig.land table] shows the BER performance for the simulation result. From the graph we can sce that
QAM modulation for 2x2 MIMO system using ZF ZF cqualizer shows much improvement in SNR.
equalizer in Rayleigh channel, Black lines show the Table shows that as per SNR increases the value of
theoretically ideal value for BER. Green line shows BER decreases for ZF equalizer.
() BER for ZF-51C Equalizer
Table 2
Theoretical and Simulated BER table for ZF-SIC equalizer (QAM Maodulation)
Eb/No In dB Theoretical BER for Theoretical BER for Simulated BER for
nTx=1nRx=1 nTx=1,nRx=1(MRC) nTx=2.nRx=2(ZF-5IC)
0 0.146447 0.058058 0.24786
10 0.023269 0.001599 0.08414
20 0.002481 1.84E-05 0.05823
30 0.00025 1.87E-07 0.05447
40 2.3E-05 1.87E-09 0.05456
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Fig. 2 BER for ZF-SIC Equalizer for QAM
Fig. 2and table 2 shows the BER performance for shows the simulation result, from the graph we can
QAM modulation for 2x2 MIMO system using ZF- gee thai ZF-SIC does not show the  much
SIC cqualizer in Rayleigh channel, Black lines show improvement in SNR,
the theorctically ideal value for BER. Green line () BER for MMSE Equalizer
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Table 3
Theoretical and Simulated BER table for MMSE equalizer (QAM Modulation)

Eb/No Theoretical BER for Theoretical BER for Simulated BER for
IndB nTx=1nRx=1 nTx=1nRx=1(MRC) wTx=2,nRx=2(MMSE)

0 0.146447 0.058058 0205458

10 0.023269 0.001599 0.017327

20 0,002481 1.84E-05 0.001336

30 0,00025 1.87E-07 0.000136

40 2.5E-05 1.87E-09 0.000013

Fig and table 3 shows the BER performance for
QAM modulation for 2x2 MIMO system using
MMSE equalizer in Rayleigh channel. Black lines

show the theoretically ideal value for BER. Green

(d) BER for ZF-5IC Optimal Order Equalizer
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line shows the simulation resull. From the graph we
can sec that MMSE shows the much improvement
resull as compare to ZF and ZF-51C cqualizer.
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Fig4 BER for ZF-S1C OPTIMAL ORDER Equalizer for QAM

Table 4
Theoretical and Simulated BER table for ZF-51C with optimal order equalizer (QAM Modulation)
Eb/No Theoretical BER for Theoretical BER for Simulated BER for
IndB nTx=1.nRx=1 nTx=1.nRx=1{MRC) nTx=2 nRx=2(ZF-5IC sor1)
0 0.146447 0.058058 0.24786
10 0.023269 0001399 0.08414
20 0,002481 | .84E-03 (0.03823
30 0.00023 1.87E-07 005447
40 2.5E-05 | 87E-09 0,05456
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Fig and table 4 shows the BER performance lor
QAM modulation for 2x2 MIMO sysiem using ZF-
SIC with optimal order cqualizer in Rayleigh

valuc for BER. Green line shows the simulation
result. From the graph we can see that ZF-S1C with
optimal order docs not show the much improvement

channel. Black lines show the theoretically ideal in SNR.
(e) BER For MMSE-SIC Optimal Order Equalizer
Tahle 5
Theoretical and Simulated BER table for MMSE with optimal order equalizer
Eb/No Theoretical BER for Theoretical BER for Simulated BER of MMSE-SIC for
In dB nTx=1 nRx=1 nTx=1nRx=1(MRC nTx=2,nkx=2
0 0. 146447 0.058058 0.22533
10 0.023269 0.001599 0.08221
20 0.002481 1.84E-03 0,05679
30 0.00025 1.87E-07 0.0548
40 2.5E-03 1.87E-09 0.05359
Pl Eellt ~View :'n.‘.?; 'f::i.' ':{..g;&.; Windae Melp ~
Dres il k| f A EwR L0 06 D

SER [0 QAR modulation with 2x2 MIMO wnd MMHE-Ellﬂnﬁnﬁ agqualizer (Rayieigh chazmul)
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22| —res gim (n'nr-rz nRx=2, MMSE-SIC-Sort) [T

i
HE

Fig and tauble 3 shows the BER performance for
QAM modulation for 2x2 MIMO system using
MMSE-SIC with optimal order cqualizer in Rayleigh
channcl. Black lines show the theoretically ideal
(f) BER for ML Equalizer

35 030 11 a5) A0S | as T ED
Enfﬂb, 48

Fig. 5 BER for MMSE-SIC Optimal Order Equalizer for QAM

value for BER, Green line shows the simulation
result. From the graph we can see that MMSE-SIC
with aptimal order does not show the improvement in
SNR,
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Fig. 6 BER for ML Equalizer for QAM
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Table 6

Theoretical and Simulated BER table for ML equalizer (QAM Modulation)

Eb/No Theoretical BER for Theoretical BER [or Simulated BER for
IndB nTx=1nkx=1 nTx=1nRx=1{MRC) n'x=2 nRx=2(ML)
0 0.146447 0,058058 0.15812
10 (.023269 0.,001599 (0.0038
20 0.002481 1.84E-05 0.00012
30 0.00025 1.87E-07 0
40 2.5E-03 1.87E-09 0

Fig.6 and table 6 shows the BER performance for
QAM modulation for 2x2 MIMO system using ML
crualizer in Rayleigh channel. Black lines show the
theoretically ideal value for BER. Green line shows
the simulation result. From the graph we can sce that
performance of ML cqualizer is similar to MMSE
equalizer and it shows better improvement then ZF
and ZF-5IC equalizer,

From comparing all the six equalizer for QAM
modulation the result for ML and MMSE Equalizer is
best among these above mentioned equalizer in terms
of cancclling the interference to optimum level.

V CONCLUSION

To achieve higher data rate and least BER is the
demand of wireless syslem design. Equalization
techniques play very important role for designing
such system. In this paper performance comparison
of different key equalization techniques has been
carried out under the fading and noisy environment to
find out the appropriate equalizer for 2x2 MIMO
svstems. From the result obtained it is evidant that
zero forcing equalizer shows betier performance il
noise is zero and shows degradation under fading
cnvironment.

The performance of ZF-SIC. MMSE, and ZF-SIC
with optimal ordering, MMSE-SIC with optimal
ordering and ML equalizer are in increasing order.
From the results it can be concluded that the ZF
cqualizer is best among these above mentioned
equalizer in term of cancelling the interference to
oplimum level.
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Secure Modified QC- LDPC Code Based McEliece Public key Encryption
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ABSTRACT

In this paper, a modified method of QC-LRPC MeEliece ervprosystem is presented. duthors of [3] suggested that
the recavery af Q ix pn_m-ﬁ_j[g }_)ry an eehversary using power (race method. Ta overcome with this }!J)‘{th’}}i‘, we present
a madification in the existing scheme so that QC-LDPC McEliece ciyptosvstem by using a random linear non-
singudar matrix, And alsa we have tried to hide the struetire of the generator matrix. The madified scheme hay the
abilite 1o detect all the errors and correct nearly up to 30% of the errors that vecurs, Thus, it has berter error

correcting capacily than the existing schemes,
I INTRODUCTION

With the rapid development of technologics, our

society is concerned completely upon the security of

current public key infrastructures. The
fundamental components for  current  public  key
infrastructure  are  based on

public cryptographic strategies like RSA  and  DSA,
ele. Iowever, which was proved that
these cryptographic strategies would

be simply broken by the super powerful quantum
computers. Thus, il becomes very imporiant lo
develop some new public
key cryptographic strategies in such a way that the
new PKC method would be sccure against quantum
attack,

In 1978, Robert. J. McElicce presents a public key
cryptosystem primarily  based l-error  correcling
Goppa codes [10], which is knownas McElicce
cryptosystem. The general decoding problem of the
linear block codes is NP-
Complete, which was hard to handle.  McEliece
Cryptosystem has been considered as  onc of  the
candidate for the post-quantum cryptography. The
originalversion ol
McElicce cryptographic scheme uses Goppa codes.
As compared with the olher
cryptographic schemes like RSA,

McElece eryptographic schemes  have  high-speed
encryption/ decryption algorithms. However, because
of its large public key size and low code rate aren't in
demand these days. To overcome these drawbacks of
McElicce Cryptosystem, a number of
variants are introduced by replacing the Goppa code
with the other signilicant codes. For  example, H.
Miederreiter at al. [12] presented “GRS
Codes” primarily based scheme. Then sub codes of
H. Niederreiter were suggested by T, Berger and
Loidreau [16]. V. M. Sidelnikov ¢t al. [17] used “R.
M. codes™. H. Janwa and Morena [5] used “Algebraic
Geometric cades™, M. Baldi et al. [I] vsed “Low-
Density parity check (LDPC } eudes, and Misoczki et
al. [11] used “Moderate Density Parity Check (
MDPC ) codes, ond Londahl et al. [7] used
“Convolutional Codes™ Most ol these eryplographic
schemes have been breken through Moderate density
parity check codes (MDPC) / Low density parity
check codes (LDPCY  based  on MeEliece

| 844

eryplographic encryption schemes. Recently in [18]
RLCE Scheme iz presented using Hexi code was
presented The original MeEliece Cryptographic
encryption scheme was considered lo be secure,

In [1], Baldi and Chiaralue introduced “quasi-cyclic
low density parity check code (QC- LDPC codes)” in
the McEliececryptosystem which reduces its public
key size. The Cryptosystem is now called as the QC-
LDPC McEliece eryplosystem. In[13], Otmani et al.
showed that the proposed system had several
vulnerabilitics. An  amended version of the
cryptographic techniques was introduced by Baldi et
al. in [2), which was secure against the Otmani’s et
al. [13] autack. In 2C16 [3], Fabsic et al. demonstrate
that a threat is present in the QC- LDPC variant of
the McEliece cryptosystem. In this paper, we present
a modified method for constructing and encoding
QC- LDPC Codes.

This paper is organized ns follows: Section 11 gives a
brief introduction of QC- LDPC McEliece
cryptosystem, In sectionlll, we present the modified
method of the QU-LDPC McElicge cryptosystem. In
Seetion 1V, we have shown that our new modified
scheme would resists against atacks given by [3] by
adopting a different form for its constituent matrices,
without altering other parameters. In section V, the
performances of the muodified scheme are compared
and finally conclude the paper.

I1 PRELIMINARIES

In this section, we recall the keywords concerning
with the modified Encryption scheme.

(a) QC- LDPC Codes

QC-LDPC  cades are called as  “reputable
structured” type Low  density parity check
(LDPC) codes. Quosi- Cyelic codes was first
studied by Townsend and Welson, where a QC-
codes is defined as linear block code with
dimension "k=p.k," and length "n=

p . ng "having the following propertics:

(i) A series of “p 7 blocks of * ny ™ symbols
will form each cude word, cach codeword is
formed by kg information symbols defined
by ry = ng — kg rebundancy symbols and

IS5N: 2278-4187
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(11) Another valid codeword 1s formed by
cuch cyclic shift of codeword by n,
symbaols,

Gn Gl Gp—l
G = Gp—l GO Gpv—! (1)
G, G, G,

(c) Parity-Check Matrix of a Quasi-Cyclic Code
Similarly to the generator matrix G, the following
form holds for the parity check matrix H of a quasi-
cyclic code,

HO HI Hp—l
H= H =l HD !-Ip—l (2)
H, H, H,

(d) Alternative “Circulants Block™ form

Lemma 3 [1].Given a matrix in the “blocks

cireulant” form (1) or (2), it can be put in an

He, Hy, H -1y

H(‘ [Ic i H’c' ~
Il(: 11 i l(;ru 1) (3)

H:r.;—l)" }];:1,—1)1 H(‘;b—n(rr"—ll
where cach matrix Hfj is a “p = p” circulant matrix:
[ B AT R B |
Ry he B B,
;:i = h{"p-;) ,?{jﬂ“” ht'? h(":p—]) @)
l h! ho Ry hi
III MCELIECE CRYPTOSYSTEM
WITH QC-LDPC CODES
The use of LDPC codes in the McElicce

cryptosystem should allow iedueing the public key
length, at least in principle, since such codes are
delined by sparse parity-check mairices, whose
storage size increases linearly in the code length.
a) Key Setup
(i) *“(n—1lk) xn” parity check matrix H of an
LDPC code correct less than 1 7 errors,

(i) “k % k" inverlible mairix 8 blocks of
p X p " circulants.
(iii) “nxn” a sparse invertible matix Q

blocks of * p % p" circulants.

1845

(b) Generator Matrix of a Quasi-Cyclic Code

A first form for the generator matrix of a quasi-cyclic
code dircctly follows from the code definition, as
shown by the following

Lemma 1[1] The generator matrix G of a quasi-
cyclic code has the form of a “blocks circulant™
matrix, where each block G;has size kp* ng.

Lemma 2[1].The parity-check mairix H of a quasi-
eyclic code has the form of a “blocks circulant”
malrix, where each block H, has size ry* n,

alternative “circulants block™ form that, for the
matrix H in (2), is:

8 and Q are formed by blocks of *p % p™ circulant
malrices.

Public Key:G'= §71 %G x Q7!
Private Key: ( H, 8, Q)

(C))

{b) Encryption
For a row vector messagen € GF(q)%, Choose a
random row vector error having length “n” and
weight “t 7,
Sender computes the ciphertext as
x=uXxG+e
= cte

{¢) Decryption
For a received ciphertext “x7, receiver computes
X =x X Q

=(u x5t xG)+(exQ) (5)

ISSN: 2278-4187
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¥ = Codeword vector of the QU-LDIC code
choosen by receiver corresponds to the information
vectoru' =u x §7,

e % — emor vector ,

t= t'm — maximum weight.

Receiver is able to correct all the errors with high
probability. by means of LDPC decading. Thus
rccovering u and  then u  through a  post-
multiplication by S.

IV MODIFIED QC- LDPC CODE
BASED MCELIECE CRYPTOSYSTEM

In this section, we have proposed a modified QC-
LDPC code in order to hide the structwre of the
private key. To receive the message, the receiver
randomly chooses a code in a family ol (n, d,, p)
QC-LDPC code based on Random Difference
Families [ ].
(a) Key Setup
(1) Seleet*(n — k) ¥ n” parity check matrix I
and produces a * k, x ny" generator
matrix G in reduced echelon form. The

matrix  H is  formed by a row
{Hp oot Hyyo i} 0f “ﬂ=-n_:bc binary

circulanl blocks with size “p % p”, where
p = n— k. Generator marix @ is formed
by a “lk xk" identity matrix 1 with
k =ky.pand ky = ng =1, followed by a
column of kg binary circulant blocks with
size p. I Hy,-yis non-singular , then
Generalor malrix can he oblained as
lollows:

M H, Y
I | G HY

J =

(H _l-'l J-""u0 -2 )T

Ny

Let €y CyooCuoy EGF(@)**"  be
“lc x 1" matrices drawn ot random and let
Gp = [Gg,Cgi Gy, Cyy ot Goys Gy ] e the
Iy % np(r+ 1) matrices obtained by
inserting the random malrices C; into G.
Let us choose uniformly random dense
invertible  (r+1)x(r+1) mairices
Aﬂ- '"JAn—j € GFm){(rH)x(r-rl))_

(i1)

(i)

A

b an ng(r+ 1) %X ny(r+ 1) invertible
mulrix.
(iv)  Let *S" be a randomly seclected dense

“k % I binary non-singular mauix.

[BEL

(v) lLet “Q" be a “nxn” sparse inverlible
matrix having fixed “m™. [“S” and "Q™are
formed by block of “pxp” circulant
malrices).

(vi)  Public key is the ky % ng (r + 1) matrix,
GP=51xG,xAxQ .

(vil)  Private key (5.Gg, A, Q).

(b) Encryption

Sender, who wants to send he encrypted message
to recviver extructs G? from the public key and
divides the message into k- bit blocks.If "' is
one of these bocks, sender computes the
encrypted, message as follows.
E,=(¥xG+e
(¢) Deeryption
When receiver receives the encrypted message
E., then receiver compute
E? = E.QA™!
= (¥G" + e)QA™!
=PGIQA™ + eQA™?
= W5 ' G,AQT QAT + eQAT!
= V571G, 4 eQA™!
Where

-1
Al’]

= A7

-1
=1

Vector E? is a codeword of the LDPC code choosen
by receiver corresponding Lo the informalion vector
W' = .51 affected by an error vector e. Q, whose
maximum weight is t = t m.

By using ellicient LDPC decoding algorithm,
receiver 15 able to correct all the errors, thus
recovering ' and  the obtzining  ‘P'through
multiplication by S.

V SECURITY ANALYSIS

The security of the modified encryption scheme is
bused on the fact that the adversary needs decoding in
the code G, while G is not only different to the code
G as in McEliece cryptosystem. But, after inserting C
i G, it becomes more complicated to decode for an
adversary. In [3]. it is shown that the attacker can
recover the matrix *Q" in the QC-LDPC McEliece
Cryptosystem by used power trace method. However,
only knowing the pattern of “Q" doesn’t completely
reveal the secrel key. Since there is one another
matrix 8" whose weight is approximately equal to
“p/27 Also, in this paper we have suggested a
random non-singular matrix “A” which will multiply
with Q" to make il more complex for an adversary
(o decode easily, [ an adversary try o recover the
matrix “Q7 (rom the positive pallern in the power
tracc. then get the matrix multiplication of “QA™'™.
Then decomposing the matrix “QA™1 in Q and A™'
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is not feasible for an adversary. Thus, our modified
QC-LDPC McEliece Cryptosystem will resist against
the attack given in [3] withoul compromising with its
performance with the existing scheme.

Comparison Graph of QC-LDPC
and Modified QC-LDPC

4670

Dee Operations Per Bit 4678
Ene operttions Per Bil ggg
g [ e 12342
Information Bits SRT SR 12235
| c o i TR 10 6240
. Key Size L 6144
: 4 5000 10000 15000

m Modified QC-LDFC mQD-LDFC

VI CONCLUSION

In this paper, a Modified version of QC-LDPC
McEliece cryptosystem is proposed. This system
belongs to the class of cryptosystems based on
complete decoding task. We have shown that our
modified scheme is more secure  without
compromising with the performance of the existing
QC-LDPC McEliece Cryptographic scheme.
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ABSTRACT

in the era of Computer fechnology, Machine learnng is centre af altraction for the researchers of dala niniig.
Organizattonal and individials informaton ui the Conyriters aid We are gomg through serious issues of threats
and mtrusions. Malicious activities are increased in the computer aied web usage, With rapid advancement in
compiter technology and netvarking services, huge amount of data has been generating, which is difficult to handle
by traditional data processing applications. Dataseis in the web are composed of structure and nnstructured set of
data. To deal with the unstrictured set of data is a prime areq of attention for the researchers. There is need of
advancements in the data mining and data processing leechmques, to deal with this massive amanl af struchure and
unstructired datasets. Challenges are to improve accuracy and performance of data classification, regression and
clustering, to enalvze and updale data storage, (o maintain secirily anel information privacy. Today machine-
learnmy technigues, which are gelting key attention, are Feature reduction, Decision reg techmgnes, Ensemble
fl'?C.'}‘ﬂ'”f]lH’-.\'. Nerral Nehvorks, Statistical h-.‘c.'l'”?iq”t-‘&'. Crenelic m’_s{nrm'uu, I’IH";"J'l]' h?'r_{f(.' and b!g data ﬂl]ﬂf_}"fl‘l.‘.‘-‘. In this
paper, we are (rving to gain alfention on some of recent work done in these fields to explore data processing, derler
analysis and security challenges issnes.

Keywords: Data Mining, [DS, Big data, Enscmble techniques,

(i) NIDS and HIDS: Host based Intrusion
detection  systemt  (HIDS) monitors  only
individual workstation or system. HIDS arc
unaffected by switched network. HIDS can
be (hought of as ah agent which monitors
whether anyone or anywhere any unusual or
subspecics aclivily is donc. Network based
intrusion detection system (NIDS) on (he
other hand monitors network traffic  for
particular network scgment or device and
analysis the network and application protocel
aclivity to identify any sign of suspicious
activity | 1],

(ii) Misuse and anomaly detection based 1DS:
Misuse detection or signature based detection
technique uses the previous dala or paltern
for delection: il previous paticrn or signature
is nol available it cannot detect the new
altack. Anomaly detection is adaptive in
nature, They atlempl to identify behaviors
that do nol conform to normal behavior |1. 2]

Data Mining Techniques: There are varieties of

data mining tcchniques. Using data processing

techniques. it perceives and  extrapolates
knowledge that may scale back the probabilitics

I INTRODUCTION

Data mining has atiracted more atfention in recent
vears s scicntific organizations and  business
organizalions are dealing with very huge amount of
data. Probably Big Data is the key attention of data
mining in current cra. Challenges in big data are
extracting data. data storage and analysis, searching.
querving and updating data, information privacy.
Data mining is the process of discovering knowledge
and interesting patterns from large amount of data.
Today Intrusion detcction system (IDS) is a
necessary addition to the security infrastructure of
most organizations.  ID8 collect and analyscs
information from different areas within a computer ov
network to deteet possible sccurity violations defined
as allempls o compromise the conlidentiality.
intcgrity. availability, or to bypass (he security
mechimisms of a compulter or nelwork.

Domain  ficlds of dala  mining arc  business
intelligence, scientific discovery, Web search and
digital librarics etc. Big data has become crucial for
numerous application domains as it dezls with the
large amownt of unstructured data. Rapid growth of

(v)

cloud services ave the reason behind popularity of

Big Dala.

(1) Process of KDD: Duata mining is ofien referred
to as Knowledge discovery of data. which
highlights the goal ol mining process. To extracl
knowledge from data  following steps are
performed in KDD:

Step 1. Data preprocessing

Step 2. Data vransfoniation

Step 3. Data mining

Step 4. Pattern evaluation and presentation,
(L) Types ol 1S
DilTerent types of intrusion deteclion system are:

1843

of raud detection |3]. These lechniques are used
for  knowledge  discovery and  paticrn
recognization in order (o detect intrusions and
extrict informalion.

(i) Genetic algorithm; Genetic Algorithm is an
adaptive  scarch  lechnique  inilially
introduced by Holland 7).  Genelic

algorithm operates on a set of individuals
called population. where each individual is
an encoding of the problem input data and
are called chiramosomes. The search for best
solution is suided by an objective function
called Miness function, The selecled solution
of fimess function replace those of less
function .as they are able to produce new
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solution that are more fitted in the
environment. Fitness function controls the
seleclion of best solution and provides
criteria to evalnate the candidate individuals
[8].

Decision tree: Decision (recs are unit
arborous structures that represenl decision
sets. These choices generate rules that are
used to classify data [6]. A decision lree
classifies a sample through a sequence of
decisions, in which the current decision
helps to make the subsequent decision. Such
a sequence of decision is represented in a
iree structure. The classilication of a sample

(ii)

proceeds from the root node fo a suitable
end life node, where each end life node
represents a classification category. The
attributes of the samples are assipned to
ecach node, and the value of each branch is
corresponding to the attributes [9].Some of
decision tree techniques are CHALD. CART.
1D3 cle.

(iii) Artificial Neural Network:  Artificial
Neural Network is unit non-liner predictive
models that learn through training. Though
there are powerful predictive modeling
techniques. The auditors simply

———— /:f. Normal
! J"-
: - P
Dat a Sd o :
» > -/ DataPre- : Data Classification s
A Sy
r o i
‘f ol i | \ Atack ‘(\
- 4’-/1—'—? : X_"“
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Fig. 1 Classification as IDS technique

use them is revicwing records to spot fraud and
fraud-like actions. they arc higher utilized in things
wherever they will be used and reused, like reviewing
MasterCard transactions each month to envision for
anomalies |6].

(iv) Statistical Techniques: Stalistical models
[22.23] involving a latent structure ofien
sup-port clustering, classification. and other
data mining tasks. Because of their ability 1o
deal with minimal information and noisy
labels in a systematic fashion, statistical
madels of this sort have recenily gained
popularity.  Statistical  techniques  arc
Bavesian net. support vector machine ete.
Ensemble Classifier: The idea behind a
Enzemble classifier[24.23] is to combine
several machine learming techniques so that
(he system performance can be significantly
improved. Ensemblc model is combination

(v)
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of mwo or more IDS techniques: here
combination of techniques is done to delect
{he atlack, increase to avoid the drawbacks
of individual models and to achieve high
accuracy |26]. Ensemble techniques are
Bagging. Boosting and Stacking.

I1 RELATED WORKS

Data mining is one of the key research area in the
field of computational science, There are varielies of
data  mining tcchniques used  for knowledge
discoverv, Mining techniques of key atlention in
current time are ensemble lechniques. Genetic
algorithm. Fuzzy logic and big data analytics. Data
processing of Big daia encounters many challenges.
To explote data processing ind security challenges,
novel data processing and analysis techniques, some
of recent works in these hields arc:
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(a)

(b)

{c)

Jemal H. Abawajy, Andrei KelREY, Morshed
Chowdhury have worked on “Large iterative
Multitier Ensemble Classifiers for security of
Big data”]4]. The paper introduces and
investigates large iterative mmllilier ensemble
classificrs (LIME) for big data. They arc
gencrated automatically as a result of several
ilerations in applying ensemble meta c¢lassiliers.
They incorporate  diverse cnsemble  meta
classifiers inlo several tiers simmltancously and
intcgrate them into one ilerative system. The four
tier LIME classifiers based on Random [forest
achieved betler performance compared with the
base classifiers. The four tier LIME classifiers
bascd on Multiboost at the fourth tier. decorate at
third tier and bapging at sccond tier oblained the
best oulcome with AUC 0.998.

Peiving Tao , Zhe Sun, And Zhixin Sun  have
worked on “An Improved Intrusion Detection
Algorithm Based on GA And SVM"[13]. The
Author proposed an alarm intrusion delection
algorithm (FWP-8VM-GA) based on the genelic
algorithm (GA) and support vecter maching
(SVM) algorithm for usc in human centred smart
IDS. First, this paper makes effective use ol the
GA population search strutegy and the capability
of information exchange between individuals by
oplimizing (he crossover probability and
mulation probabilily o GA, The convergence ol
the algorithm is accelerated, and the (raining
speed of the SVM is improved. A new filness
function is proposed that can decrease the SVM
crror rale and increase the true positive rate,
Simulation and experimental results show (hat
the improved intrusion detection lechnology
based on he genelic algorithm (GA) and support
vectar machine (SVM) proposed in this paper
increascs the intrusion detection rale. accuracy
rate and true posilive rate: decreases the falsc
positive rate; and reduces the SVM training time.
Abdel-Rahman Hedar, Mohamed A. Omer,
Ahmad T. Al-Sadek And Adel A. Sewisy,
proposed “Hybrid Evolutionary Algorithms
For Data Classification in Intrusion Detection
System™[03]. This research work is based on
classification attack for Intrusion delection
systein, AGAAR is used lo reduce features. A
Classifier model built by GPLS is used 1o
classily attacks in the NSL-KDD. The c¢lassifier
trained with the full feature of 20%-NSL-KDD,
The classilier was trained with 19.31% of the
dataset  features.  The  classifier  accuracy
improves the result afier reducing dimensionality
of the dataset. This reduction makes a signilicani
improvement in term of memory and CPU time.
This shows that AGAAR can remove (he
relevant features in intrusion  detection. The
experiment shows that the GPLS using reduced
features is more accurale than that nses all of the
leatures.  These classifiers (AGAAR-GPLS)
compared with others methods, show  betier
results than many methods. The classilicalion

[RA0

()

(¢)

rale increased from 75.98% 1o 81.44% alter
reducing (he features. In few cases. the results
were close for [ew methods. The reduction of the
dataset leads lo minimizing the modeling time
and computational costs,
Mohammad  Saniee  Abadeh,  Hamid
Mohamadi  and  Jafar Habibi, proposed
“Pesign and analysis of genetic fuzzy systems
for  intrusion detection  in computer
networks”[29]. In this paper, the use of different
GFS (genclic fuzzy system) approaches is
investigaled to develop an intrusion detection
system capable of detecting intrusive behaviors
in a compulter neiwork. The characteristic
fenturcs of the proposed GFSs can be
summarized as [ollows:
(i) As intrusion detection is a high-dimensional
classification problem one of the important
propertics of the proposed GFSs in this
paper is that the class labels of all of the
rules in the population and in each rule set
(in Pittsburgh approach) are the same. This
feaiure allows the algorithm to focus on
learning of cach class  independently.
Therelore the genelic uzzy rule generalion
algorithm is repeated for each of the classes
it the classification problem,
An initialization proccdure is used 1o
generale fuzzy il-then rules directly [rom the
training data sct. These rules enable the
algorithm o focus on finding fuzzy rules,
whicl are related to a special class. A same
procedure is used lo reinitialize the
population at the end of each generation of
the Michigan based GFS.
(iii) The penelic operators (i.c.. ¢rossover, and
mutation) of the Michigan approach based

(ii)

GFS guaranteced 1o gencraie  valid
individuals,. To  achieve this, aflter

performing ihe operator, consequeni class of
the penerated individual is determined. 17
this class is the same as the parent class then
the generaled individual is  accepled,
othenwise (he operator is repeated.
Bolon-Canedo, N. Sianchez-Marofio and A,
Alonso-Betanzos, proposed “Feature selection
and classification in multiple class datasets:
An application to KDD Cup 99 dataset™[30].
This paper proposes a method based on the
combination of discretization. filtering  and
classification  methods  that  maintaing  the
performance resulis of the classifiers bul using a
reduced set of features. Specifically, it has been
applied over the KDD Cup 99 datasel. a
benchmark in the intrusion detection field. The
proposed method. is based on classifiers like
nyive Bayes or Cb3, is applicable 1o large
databases, since this machine learning algorithms
have the advantages of being faster and mare
computational eflicient than other classiliers
tsed by other authors of the literature. such as
SVM's, mullilaver perceptions or functional

[S5N: 2278-4187
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nctworks. The comparative study denotes that
the proposcd method achicved a  betier
performance than the other authors™ resulls,
specifically in those classes more difficult to
detect.

Mr, Vijay D. Katkar, Mr. Siddhant Vijay
Kulkarni, worked on  “Experiments  on
Detection of Denial of Service Attacks using
Ensemble of Classifiers”[31).The classifiers
used are Naive Bayesian(NB), Bayesian
Network(BN). Sequential Minimal
Optimization(SMO), J48(C4.5) and Reduced
Error Pruning Tree(REPTree). Resull shows that
Ensemble of Reduced Error Pruning Tree,
Bavesian Network and J48 classificrs with no
data  pre-processing  provided  sipnificant
accuracy increment with minimal resource
requirement. It is also proven that instead of
developing a new classifier. one can achieve
extremely high accuracy by using Ensemble of
these multi-category classificrs.

Fatma Gumus, C. Okan Sakar, Zeki Erdem
and Oleay Kursun, proposed “Online Naive
Bayes Classification for Network Intrusion
Detection™ [32]. The proposed online naive
Bayes classification method is first lesled on the
well-known Fisher-iris dataset which is available
al UCI machine learning repository. The dataset
has 150 samples. 3 classes, and cach instance is
represented with 4 features, The dimensionality
of the data is reduced to two using the principal
component  analysis  (PCA) (o enable
visualization on wo axes. This method is based
on the idea that weighting the moslt recent
samples more allows the classificr to adapt to the
recent attacks which may develop over time. The
praposed method is time efficient compared to k-
NN and more accurate than the linear perceptron,
Winston et. al. proposed “A Novel Technique
to Meteet DDoS  and  Sniffers in Smart
Grid”[12]. In this paper, an IDS technique called
double layer prolcction mcthod is used for
detection and isolation of sniffers, in first layer
detection MD-3 technique is wsed and in the
second layer delection PMD (echnique is used,
DDoS attacks are detected using TTL analysis
technique. Tools used for this deteclion purpose
are NS-2 and CI5CO. MD-5 safeguards the data
integrity by encryption and decryption technique.
PMD helps to find the source of the sniffing
packets. NS-2 and network analyzer are the tools
used for result comparison. Using these
lechniques and some [ealures it gives the high
elMiciency,

Adhikari e¢t. al. proposed Developing a
“Hybrid Intrusion Detection System Using
Data Mining for Power Systems”[14]. The IDS
was trained an evaluated for a three-bus hwo-line
transmission system which implements 4 two
zone distance protection scheme. Twenly five
scenarios consisting of stocklickerSLG  [aults.
control  actiens.  and  cyber-attacks  were
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m

(k)

n

implemented on a hardwarc-in-the-loop test bed,
Seenarios were run in a loop 10000 times with
randomized system parameters to create a dataset
for IDS fraining and evalvation. The IDS
correctly classified 90.4% of tested seenario
instances. Evaluation also included a tenfold
cross  validation to cvaluate the delection
accuracy of zcro-day attack scenarios. The
average detection accuracy lor zero-day attack
scenarios was 73.43%. The common paths
mining-based IDS out performs traditional
machine leaming algorithms and is betler suited
for the high volume of dala presenl in power
system.

Jaiyen et. al. proposed “Intrusion Detection
Model Based on Ensemble Learning for UZR
and R2ZL  Attacks™[18]. In (his paper, an
algorithm is used for increasing the accuracy,
and decreases the false alarm rale of U2R and
R2L attacks by using Correlation-based [eature
selection and mulliple weak classificrs such as
Naive Bayes, Decision Tree, MLP, k-NN and
SVM based on Adaboost algorithm,

Lei xu, Chunxiao Jiang, Jian wang, Jian yuan
and Yong ren have an article on
“Information security in Big data: Privacy
and Data Mining”[8]. In this paper they have
highlights an emerging research topic in data
mining known as privacy preserving data mining
(FPDM). It focused on how to reduce the privacy
risk brought by data mining operations, It
reviews the privacy issues related (o data mining
by using a user role based methodology,
Particularly four different types of users are
identificd which are involved in data mining
applications, namely data provider, dala
collector, data miner, and decision maker. Each
user role has its own privacy concerns, Hence the
privacy preserving approach adopted by one user
role dilfereni [rom those adopled by others,
Yenduri et. al. proposed “Analyzing Intrusion
Detection System:  An Ensemble  based
Stacking Approach”[19]. In this paper, an
intrusion  detection  system uses  stacking
classifier which has detected different types of
intrusions, for achieving good accuracy,
precision, recall and ROC values. KDD cup99
dotaset and weka data mining tool is used.
Accuracy rale is 82.7206%,

{m) Kulkarni et. al. worked on “Experiments on

Detection of Denial of service Attacks using
Ensemble of Classitiers”[20]. In this paper J48.
MNaive Bayesian classifiers and KDD 99 as a
dataset are used. Ensemble of Naive Bayesian.
J48 and  Scquential Minimal  Optimization
classificrs, when combined with Numeric 1o
Binary Data Pre-processing method provides
masimum accuracy of 99.89783%. The same
accuricy is also provided by the ensemble of
Bavesian network, J48 and Sequential Minimal
Oplimization,

IS8N: 2278-4187
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(n) Pradhan  ef.  al.  worked “Performance
Assessment of Robust Ensemble Model for
Intrusion Detection using  Decision  Tree
Techniques™|21]. In this paper J48. robust forest
as a data mining tcchnique and ensemble
classilicrs (bagging. boosting, and stacking) are
used. Dataset which is used here is NSL-KDD
and weka tool, The experiment results shows tht
Bagging classificrs provides highest accuracy
98.71%, stacking provides accuracy of 98.66%
and boosting provides accuracy of 98.60% which
is better than the accuracy of individual classifier
J48 and Random forest. Not only in accuracy. in
precision. have recall and f-measure also had
ensemble techniques provided belter resulls than
individual classifiers.

(o) Mr. Vijay D. Katkar, Mr. Siddhant Vijay
Kulkarni, worked on  “Experiments on
Detection of Denial of Service Attacks using
Naive Bayesian Classifier”|27]). This paper
evaluates variation in performance of Naive
Bayesian classifier for intrusion detection when
uscd in combination with different data pre-
processing and [eature seleclion methods. Naive
Bavesian classifier performed significantly better
when combined with Numeric to Binary data
pre-preprocessing. It can be also observed that,
instead of going for an improved version of
Naive Bavesiim classifier or completely different
set of multi-classifiers, one can achicve betier
performance using Naive Bayesian classificr

along with Numeric to Binarv data pre-
processing.  Experimental results  prove ihat
accuracy  of Naive Bayesian classifier  is
improved and performs better than other
classifiers when used in combination with
Fealure Sclection and dala  pre-processing
melhods.

II1 PROBLEM IDENTIFICATION AND
FINDINGS

Above lilerature review explores data processing and
securily challenges, novel data processing and
analysis techniques (o deal wilh security challenges.
With the study of these research works the advantage
and disadvantage of (hese lileratures are summarics.
It is obscrved (hat  hybrid meodels, accuracy
percentage is high from the base classifier, The
author |12 uses MD-5, PMD and TTL techniques lor
detection of DDoS and Sniffers in smart grid. MD-5
safcguards the data integrity by using cryptography
techniques. Detection of sniffers is done using very
less bundwidih, Author [4] has uses large iteralive
multitier ensemble classifier for security of big data.
With random forest. adaboost and bagging in Meta
classificr in multitier. it resulis in high accuracy,
Author 13| stated  with  genctic  algorithim
comvergence of the algorithin is accelerated, and the
training speed of the SVM is improved. A new
fitness function decreases the SVM error rate and
increases the true positive rate. The hybrid of

crvptographic  mcthods reduces  the  overhead.
EAACK mechanism is used for this. The hybrid of
GPLS and AGAAR has the classification rafe
81.44%. I both of the models are used as a single
classificr the ratc will be low. AGAAR is uscd to
reduce the features from the datasel: il removes (he
relevant features in intrsion detection. The hybrid of
hardware and soltware based model which is used for
grid, is mainly apply on high volume of data’s.
Author |18] uscs Adaboost algorithm to creatc the
cnsemble of Decision Tree, Naive Bayes, SVM, and
MLP classifiers for detecting U2ZR and R2L attacks
which arc difficult to deteel. The hybrid of Naive
Bayes and MLP produces the highest sensitivity,
Decision tree results the leasl performance. Author
[19] wuses stacking based ensemble classifier
technique which provides ihe efficient result.
accuracy ralc is high and datasct which is used here is
casily available. The multi-layer hybrid technique
uses PCA for [eature selection and comparison
purpose. Classifiers uses here are fast and highly
independent. The hybrid of J48 and Naive Bayesian
network with no data pre- processing provides
accutacy and less resource requircment. Author |29
investigated the use of different GFS (genctic fuzzy
system) approaches to develop an intrusion detection
systcm capable of detecting intrusive behaviors in a
computer nctwork.

1V CONCLUSION

In this paper, a literature study of recent work in the
ficld ol data mining is presented, In which dillerent
hybrid classiliers are analyzed based on their
performance and result. It explored data processing
and security challenges, novel data processing and
analysis lechniques to deal with security ¢hallenges,
We see some ol the single classifiers with their
drawbucks and strengihs, There is a need of hybrid
svstem for better result. It is not necessary that every
single model has somic drawback but it is observed
that  hybrid models give better resulls and
performance.  Many  combinations  of machine
learning techniques are tested on hybrid models and
still there are provisions for different combination of
machine leprning lechniques which can be (ested on
ensemble (hybrid) models for better result. It is well
known that Challenges in big data are extracting
data, data stornge and analysis. scarching, querying
and updating data, information privacy. Various
dimensions (o deal will these issues are ensemble
techniques. Genetic algorithm. Fuzzy logic and big
data analytics, which are playing key role in the
securily concern of Big data and data mining.
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ABSTRACT

Rlogging becomes a popular way for a Web user to publish information on the MWeb. Bloggers write blog posts,
share their likes and dislikes, voice their opinions. Activities happened in Blogosplere affect the external world,
This attract many promelers hive some bloggers who post to increase heights of those brands or products. So
spamming is a major problem in internet-based things as well as in social media. Different techniques have been
proposed for spam filtering have been exposed across various platforms with varies degree af measures. This survey
[ocused on some of the present sirategies used for filtering social spam. Starting with different types of social spam,
the paper has discussed about recent developments in the field of elunination of social spam. This paper gives a
concise study of methods proposed by different researchers. Here various features of spanuner prafile identification
were also done with a comprehensive and comparative understanding of existing literature.

Index Terms— Content filtering, Fake Profile, Online Social Nefworks, Spam Detection.

I INTRODUCTION

During the recenl [ew years social media has evolved
many folds and has become much more interactive and
integral part of our lives, The interaction channels in the
social media have changed from tradilional media like
newspapers and (elevision to mobile phones, social
media websiles, micro blogging sites etc. It has changed
the way pcople communicate with cach other on the
personal as well as on public from as described in [1].
There arc varieties of social media siles that offer
diverse functionality, some are for common people like
Faccbook. which started as an experimental social
network in (he Harvard Universily by some students.
while others like LinkedIn is a network formed by
professionals  from every field. Many siles are
exclusively for sharing videos and pictures miedia like
YouTube. Instagram. Flickr cte. while others focused on
blogs where people from varied domains express and
sharc their views. There arc cven social lagging and
news sites like Reddii, Delicious etc. which allow the
user lo rank the websiles on the basis of quality of
content and usefulness of the sites. Most recent trend of
micro —blogging let people update the real — time status
of their daily routine or happenings via app like Twiller
which has more than 200 million users exchanging more
than 400 million tweets per day 2] where the length of
(weels is limited (o 140 characlers.

According to Teen, Social Media and Technology
Overview 2015 [3], —More thim 24% of the leen are
constanily online and 71% of themn use more than one
social networking sitel. This ease of sending and
receiving data over Inlemel has resulted in some
notorious people sending unwanted messages to large
number of recipients over the network trying to take
advantage by gelling access lo lheir privacy, Initial
spread of spams started with cmail spam. According lo
M3AAWG report. the abusive cmail content amounts to
87.1% - 90.2% of the total email content during 2012 —
2014 [4] which has increased the [inancial burden by
increasing the storage requircment and echnological
requirement for spam detection, Slowly spams started
spreading in every digital medin like from mobile

network through mobile phone. social networking siles.
blogs, review siles elc.

The rest of this paper is organized as follows: in the
second section, the requirement of blog spamming was
discussed. Third section list various techniques adopt by
spamumer to promote their target website, brand,
product, etc. While fourih section provide related work
of the current approaches applied by dilferent
researchers o identify blog spammers. Research
problem is pointed out, and then the proposed problem
is formalized in detail. The conclusion of the whole
paper is made in (he last section.

II REQUIREMENT OF BLOG
SPAMMING

Duc to machine-generaled nature and its focus on scarch

engines manipulation. spam shows abnormal properties

such as high level of duplicate content and links: rapid
changes of content: and the langnage modcls built for
spam pages deviate significantly from the models built

[or the normal Web,

(1) Spam pages deviate from power law distributions
based on numerous web graph statistics such as
Page Rank or number of in-links.

(b) Spammers mosily targel popular queries and
queries with high advertising value.

(c) Spammers build their link farms with the aim to
boost ranking as high as possible, and therefore link
farms have specific (opologics (hat can be
theoretically analyzed on optimality.

(d) According o cxperiments. the  principle  of
approximaie isolation of good pages takes place:
good pages mostly link to good pages, while bad
pages link either lo good pages or a few selecled
spam target pages. It has also been observed that
connecled pages have some level of semantic
similarity — lopical locality of the Web. and
therefore label smoothing using the Web graph is a
usclul stralegy.
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(e) Numerous algorithms use the idea of trust and

distrust propagation using various  similarity
measures, propagation strategies and seed selection
heuristics.

() Duc to abundance of “neponistic” links, that
negatively affeet the performance of a link mining
algorithm, there is a popular ideu of links remaoval
and down weighting. Morcover. the major support
is caused by the k-hop neighborhood and hence it
makes sense (o analyze local sub graphs rather than
the entire Web graph,

(g) Becausc one spammer can have a lot of pages under
onc websile and use them all (o boost ranking of
some largel pages, il makes sense lo analyzc host
graph or cven perforin clustering and consider
clusters as a logical unit of link support.

(h) In addition to traditional page content and links.
there are a lot of other sources ol information such
as user behaviour or HTTP requests. We hope that
more will be developed in the near future, Clever
feature engineering is especially impartant for web
spam deteclion,

(i) Despile the fact that new and sophisticaled lcatures
can boost the state-of<the-art further. proper
selection and training of a machine learning models
iz also of high imporiance.

ITI TECHNIQUES OF SPAMMING

Term spamining techniques can be grouped based on
the text ficld in which the spmmming occurs [5].
Therefore, we distinguish;

(a) Body spam In this case, the spam lerms are
included in the document body. This spamming
lechnigue is among the simplest and most popular
ones. and it is almost as old as scarch engines
themselves |6].

(b) Title spam Today’s search engines vsually give a
higher weight 1o terms that appear in (he title of a
documenl. Hence, il makes sense o include the
spam terms in (he document tiile [7].

(c) Meta tag spam The HTML meta tags that appear
in the document header have always been the target
of spamming. Because of the heavy spamming.
scarch engines currently give low priority 1o (hese
tags, or even ignore them completely. Here is a
simple example of a spammed keywords meta lag!

(i) Anchor text spam Just as with the document title,
search engines assign higher weight to anchor lext
terms, as they are supposed to offer o summary of
the pointed document, Therelore. spam lerms are
somelimes included in the anchor text of the HTML
hyperlinks to a page. Please nole that this
spamming technique is different from the previous
ones, in the sense that the spam terms are added not
1o a1 target page itself, but the other pages that point
1o the target, As anchor text gels indexed for both
poges. spamning it has impact on the ranking of
both the source and target pages |7|

(e) URL spam Some scarch engines also break down
the URL of a page into a sel of terms thal are used
to determine the relevance of the page |8]. To
exploit this, spammers sometimes create long URLs
that include sequences of spmn terms. For instance,
onc could encounter spam URLs.

Some spammiers even go io the extent of selting up a
DNE server that resolves any host name within a
domain. Often, spamming techniques are combined. For
instance, anchor text and URL spam is ofien
encountered together with link spam. Another way of
grouping term spamming techniques is based on the
ype of terms that are added 1o the texl fields,
Correspondingly:

(i) Repetition ol one or a few specific terms, This
way, spammers achieve an increased relevance
for a document with respect 16 a small number
of query terms.

(i1) Dumping of a large number of unrelated terms,
ofien cven entire dictionarics.  This  way,
spammicrs make a certain page relevant (o
many different queries. Dumping is effective
against queries (hal include relatively rare.
obscurc terms: for such querics. it is probable
that only a couple of pages arc relevant, so
even a spam  page  with  a  low
relevance/imporiance would appear among the
top results.

(iii) Weaving of spam lerms into copicd conlents,
Somelimes spammers duplicnie lext corpora
(c.g., news articles) available on the Web and
insert spam terms into them a1 random
positions, This technique is effective il the
topic of the original real text was so rare that
only a small number of relevant pages exisi.
Weaving is also used for dilution. Le. lo
conceal some repeated spam lerms,

IV RELATED WORK

Muhammad U. S, Khan et. al. [H] proposes a
framiework that separates the spammers and unsolicited
bloggers from the genuine experts of a specific domain,
The proposed approach cmiploys modified Hyperlink
Tnduced Topic Search (HITS) to separate the unsolicited
bloggers from the experts on Twitter on the basis of
tweets. The approach considers domain  specific
keywords in the tweets and several 1weet characteristics
1o identify the unsoelicited bloggers.

Y. Chen et. al. [9] utilize graph-bascd detection due 1o
less scourity guarantee in feature-based delection.
Assuming that fake profiles can establish limited
number of intruded (atlack) edges. the sub pgraph
formulated by the set of all real accounls is sparscly
connected Lo Ialse account, that is, the cut over intruded
edges is sparse. This method makes prediction and find
oul such sparse cut with formal guaranices. For
example, Tuenti deploy SybilRank 1o rank accounts
according to their perceived likelihood of being false.
bascd on structural properties ol its social graph and
based on their formulation.
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H. Gao et. al. [10] ulize praph-based delection
provides comfortable sccurity guarantecs, rcal-world
social graphs do not conform to the main assumplion on
which it depends. In particular, various surveys conforin
that intruders can interstices OSNs on a large scale by
deceiving users into befriending their fake profile,

Taghi Javdani et. al. [11]apply the hybrid graph
analysis method and behavior analvsis, is to increase the

diagnostic accuracy and detection raie with ihe help of

appropriate classification algorithms and the most
effective features. So. two scenarios were used (o
achieve higher accuracy level and lower false positive.
The first sccnario was bascd on using the cntire data to
build and evaluate the model. The results showed that
despile the high precision of this approach. due io the
high levels of false positive, this approach is not
appropriate, In the secend scenario, the ratio of Lhe
normal users o spanuners was considered equal to 2 to
1 which led to satisfactory results. After reviewing the
confusion matrix and false positives in difTerent
algorithms, thce Logistic algorithm was chosen as an
appropriate algorithm which meelts the objective ol this
study.

Hailu Xu et al.[12]. Studied a methodology to detect
spain across online social networks. This methodology
focuses on combining spam in one soial network 1o
another social network. They had used 1937 spam
tweets and 10942 ham tweets and 1338 spam posts and
9285 ham posts. In TSD, out of 1937 spam tweels.
75.6% spam Lweets contained in URL links, 24.4%
spam tweets contained in words. From 10942 ham
Iweets, 62.9% tweets are in URL links and words,
remaining 37.1% consist of only words.For the spam
posts of FSD, 32.8% spam posts consists ol URL links
and words, 67.2% of spam posls consist of words. For
ham posts 93.1% consist of URL links and 4.9% only
consist of words. They had used top 20 word features
from Twitter spam rlata and Face book spam data, They
had split the TSD and FSD into training and test data
sets JThe training and test data sets of TSD, FSD are
used to train and test various classifiers like Random
[orest, logistic, random tree, Bayes Net, Naive bayes.

M. Okazaki et al. [13].presented an initial study Lo
quantify and characterize spam campaigns launched
using accounts on Facc book, They studied a large
anonym zed dataset of 187 million asynchronous wall
messages between Face book users. and used a sel ol
automated  techniques to  detect and  chamclerize
coordinated spam campaigns, Authors detected roughly
200,000 malicious wall posts with embedded URLs,
originating from more than 57,000 nsecr acconnts.

Fire et al. [14].developed the Social Privacy Safeguard
(SPS) software, which is a set of applications [or Face
book that aim to improve user account privacy policies.
The application examines a user’s friends list in order (o
determine accounts that have a risk to the user’s
privacy. Such accounts could then be protected by uscrs
from accessing their profile information. Using these sl
ol data from the SPS developed over Face book. the
authors could test several machine lzaming classificrs (o

detect fake profiles, some algorithms are been used;
Naive Bayes, Rotation Forest and Random Forest are
been used for fake profile detection,

Pern Hui et al. [15] Third-party applications capture
the aftractivencss of web and platforms providing
mobile application. Many of these platforms accept a
decentralized control strategy, relving on explicit user
consent for yielding permissions thal the apps demand.
Users have to rely principally on community ralings as
the signals to classify the potentally unsafe and
inappropriate apps even though community ralings
classically reflect opinions regarding supposed
functionality or performance rather than concerning
risks. To study the advantages of user-consent
permission systems through a large data collection of
Face book apps, Chrome cxtensions and Android apps.
The study confirms that the current forms of conmmunily
ratings used in app markets today are not reliable for
indicating privacy risks an app creates. It is found with
some evidences, indicating atiempts to mislead or entice
users for granting permissions: free applications and
applications wilh mature conlent request: “look alike™
applications which have similar names as that of
popular applications also request more permissions than
is lypical. Authors find that across all three platforms
popular applications request more permissions (han
average.

J. Kim et al. [16] Twitter can suffer from malicious
tweets containing suspicious URLs for spam, phishing,
ind malware distribution, Attackers have limited
resources and thus have to réuse them; a portion of their
redireet chains will be shared. We focus on these shared
resources to detect suspicious URLs. We have collected
a large number of lweels Irom the Twiller public
limeline and trained a statistical classifier with [eatures
derived [rom correlated URLs and tweel conlext
information. Our classifier has high accuracy and low
false- positive and false negative rates.

Malik Mateen et al.[17] studied an approach [or spamn
detection in Twitler network. To detect spam in Twilter
dataset used different kind of features like user bused
features, content based features and pgraph based
fealures. User based features are based on users
relationships and properties of user accounts, The
spaminers have to reach large number of profiles to
spread misinformation. Different user account rclatcd
[eatures are Number of followers, Number of following,
age of account, FF ratio and reputation. Content based
features are related to tweets posted by user. Different
leatures are fotal number of tweets, hash tag ratio,
URL’s ratio, mentions ratio, tweet frequency and spam
words. Graph based features are used lo identily
spammer behaviour. Different features arc in/oul degree
and between's. In the proposed methodology used
Twilter dataset consist of 10,256 users and 467480
tweets. To develop a spam detection model used J48,
decorale and  Naive aves classifiers. These (hree
classifiers are individually trained on various dalascl
features and classify the dataset as spam or ham daluser.
Out of these three classifiers J48 classilier highesi
accuracy to classily (he data as spam or nou spim
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Content based features are best suitable for classifying
the dataset. To classify the dataset with highest accuracy
combine the conlent, user based and graph based
fealutes. The combined feature sel is given as inpul lo
the three classificrs. Bul decorate and J48 classifiers
lhave given highest accuracy up lo 97.6%.

Fire et al. [18] developed the Social Privacy Saleguard
(SPS) software, which is a set of applications for
Facebook that aim lo improve user accounl privacy
policies. The application examines a user’s friends list
in order to determine accounts that have a risk to the
user's privacy. Such accounts could then be protecied
by users from accessing their profile information. Using
these sct of data from the SPS developed over
Faccbook. the authors could test several machine
learning classifiers to delect [ake profiles, some
algorithms arc been used:Naive Bayes, Rolation Forest
and Random Forest are been used for fake profile
detection.

V CONCLUSION

With the rapid growth of social networks, people tend (o
misuse them [or uncthical and illegal conducts. fraud
and phishing. Creation of a fake profile becomes such
adversary cllect which is difficult to identify wiihiout
appropriate rescarch, So this paper have-summarize
current solutions that have been practically developed
and theorized Lo solve this issue of spam detection issuc
and spam identification of fake profiles. Here il was
obtained that spamumers develop high social networking
sites than create fake profile on that and start there
blogging for target product. It was obtained that most of
work use clustering techniques for segregating spammer
from real users by reading their behavior on sites. In
future it is desired to develop the highly accurate
algorithm which not only detects the spam bul spammer
profile as well.
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ABSTRACT

HSES Knovwledge portal is a web portal in which syllabus, eBooks, question papers and video lectures for class X1
& X1 are ported. The students, teachers and other people are benefited from study material of the portal, IK, CLSP,
1M, QP, 5Y, Time, Region, 1Y, PExam, SMSearch, Euse, ANMCL, SMDL and ASM are fields of student table of
HSES detabase, Similarly, IK, CLSP, LM, OP, SY, Time, Region, HY, PExam, SMSearch, Euse, AMCL, SMDL and
ASN are fields of teacher fields of HSES database. IK, CLSP, OF, SY, Time, Region, HY, PExam, SMSearch, Euse,
AMCL, SMDL, ASM, Help and Parent are fields of others table of HSES database. LM, T\, Help and Parens are a
unique fields of the student, teacher and others tables. Feedback can give by the registered members of the portal.
Data is collected during the filling of feedback forms. Different commlers are developed for paraineter wise connlting
of feedhack, We have arbitrary took a standeard that any grade abave 80 percent is marked as very good, between 60
1o 80 ax fairly good and below 60 as average. The appreciable grade is found from the feachers, studenis or others
Jor all feedback parameters. Grading of feedback parameters arve done based on yes answers of feedback
questionnaires.

Keywords: Feedback parameters. Counters of feedback parameters, Grading of Feedback parameters

I INTRODUCTION

Tlie HSES Knowledge portal is a web portal in which
svllabus, eBooks, question papers and video lectures
for class XI & XII are poried. The students. teachers
and other people are benefited from study material of
the portal. 1K, CLSP, TM. QP. 8Y, Time. Region,
HY, PExam. SMSecarch, Euse, AMCL, SMDL and
ASM are fields of student table of HSES database.
Similarly. IK, CLSP, LM, QP, SY. Time, Region,
HY, PExam. SMSearch, Euse, AMCL, SMDL and
ASM are [ields of teacher fields of HSES database.
IK, CLSP, QP, SY, Time, Region. HY, PExam,
SMSearch, Euse, AMCL, SMDL, ASM, Help and
Parent are fields of others table of HSES dalabase.
LM, TM. Help and Parent are a unique fields of the
student, teacher and others tables. IK, CLSP. QP, SY.
Time, Region, HY, PExam, SMSearch, Ense, AMCL,
SMDL and ASM arc common [cedback parameters.
Feedback can give by the registered members of the
portal. Data is collected during the filling of feedback
forms. Differemt counters are developed for
parameter wise counting of feedback. We have
arbitrary took a standard that any grade above 80

percent is marked as very good, between 60 to BO as
[airly good and below 60 as average. The appreciable
grade is found from the teachers, students or others
for all feedback parameters. Grading of feedback
parameters are done based on yes answers of
feedback questionnaires. Data related to ‘No® answer
of feedback is negotiable for the grading system. The
graphical representation of collected data for
feedback parameters are shown in figures. The HSES
database of HSES Knowledge Portal is created in the
MySQL database management system under XAMPP
Control Panel. Feedbacks are given by registered
members of the portal. There are separate registration
form is available for cach category of the uscr.

11 FEEDBACK PARAMETERS

1K, CLSP, LM. TM, QP, SY. Time, Region, HY,
PExam. SMScarch. Euse. AMCL, SMDL, ASM,
Help and Parent are feedback parameters. LM is
feedback ficld of student table only. TM is [eedback
ficld ol teacher table only. Parent and Hclp arc
leedback ficlds of others table only.

student Toachar

1 CLAR, OF 51, Tone, Fiaimd 7Ty, Poed
ShEEakcH, Eisg, AMCL, $MBL, ASM

Othars

Fig.1 Feedback Parameters
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Il COUNTERS OF FEEDBACK
PARAMETERS

Feedbacks of feedback parameters of student, teacher
or others tables are counted by scparale counters
which are 1K counter. CLSP counter. LM counter,
TM counter, QF counter. 8Y counter, TIME counter,
REGION counter, HY counler, PExXAM counter,
SMSecarch counter, Euse counter, AMCL counter,

IV OBSERVATION &
INTERPRETATION

In the portal wiww, hseshiksha.in, user’s feedbacks are
collected into Teachers. Students and Others. In the
wiwwy, hseshiksha.in, feedbucks from 93 (eachers arc
collected between September 2018 and January 2019,
Feedbacks are collected online with 14 parameters of
questionnaire. The 14 parameters of questionnaire are
IK. CLSP, T™, QP, 8Y. Time. Region, HM. PExan.
§M8Search. Euse, AMCL, SMDL and ASM.

Feedbacks from the teachers are shown in the Table
1. 79 teachers have knowledge of Internet (IK) which
is 84.95% and 14 teachers have not IK which is
15.05%. 81 teachers can operale the computer. laplop
or smarl phone (CLSP) which is 87.10% and 12
teachers can’t operate the CLSP which is 12.90%. It
says (hat a very good number of teachers are
registercd member of the portal who has IK and can
operate the CLSP, 82 teachers are said “Yes” about
the availability of (caching materials which is 88.17%
and 11 teachers are said “No~ for the availability of
teaching materials which is 1 1.83%. 81 leachers are
said “Yes” about the availability of question papers
{(QP). svllabus (SY) and any time which is 87.10%
each and 12 teachers are said *No™ for the same
which is 12,90% ecach. 75 teachers are said "Yes™
abowt the availability of any region (Region) which is
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SMDL counter, ASM counter Parent counter and
Help counter. This is done by given steps:

(i) Open HSES database

(ii) Select Student/Teacher/Others

(iii) Select Feedback field

(iv) ForI=1 to N

{v) couni=count-+]

{vi} End of loop

(vii) Close HSES database
80.65% and 18 teachers are said "No" for the same
which is 19.35%.79 teachers are said “Yes” about the
comfort-ability of Hindi medium users (HM) which
is £4.95% and 14 teachers are said “No" for the same
which is 15.05%. 81 teachers are said “Yes™ for the
preparation of examination which is 87.10% and 12
teachers are said “No™ for the same which is 12.90%.
81 teachers are said “Yes™ for the scarching of study
materials (SMSearch) which is 87.10% and 12
teachers are sajd “No” for the snme which is 12.90%.
%1 teachers are said ~Yes” for the casier use of portal
(Fusc) which is 87.10% and 12 teachers are said
“Na~ for the same which is 12.90%, 81 tcachers are
said ~Yes® for the accessing of portal through the
mobile. computer or laptop (AMCL) which is
87.10% and 12 teachers are said “No~ for the same
which is 12.90%.

77 teachers are said “Yes™ for the downloading of
study material (SMDL) which is 82.80% and 16
teachers are said “No" for the same which is 17.20%.
81 tcachers are said *Yes” for the accessing of study
material (ASM) which is 87.10% and 12 teachers arc
said “No™ for the same which is 12.90%. 11.83% to
19.35% t(cachers have given the answer with “No”
option. Similarly, 80.65% to 88.17% teachers have
given the answer with “Yes™ option. We have
arbitrary took a standard that any grade above 80
percent is marked as very good. between 60 to 80 as
fairly good and below 60 as average.

[SSN: 2278-4187
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Table 1
Observation of Feedback from Teachers

Feedback from Teachers
In In

Feedback Figure Percentage |
Particular | No | Yes | No Yes Grade
Very
TK 14 | 79 | 15.05 | 84,95 Good
Very
CLSP 12 | 81 | 12,90 | 87.10 Good
Very
™ 11 | 82 | 11.83 | 88.17 Good
Very
QP 12 | 81 | 12.90 | 87.10 Good
Very
SY 12 | 81 | 12,90 | 87.10 Good
Very
Time 12 | 81 | 12.90 | 87.10 Good
Very
Region 18 | 75 | 19.35 | 8065 Good
Very
HM 14 | 79 | 15.05 | 84.95 Good
Very
Pexam 12 | 81 | 12,90 | 87.10 Good
Very
SMScarch | 12 | 81 | 12.90 | 87.10 Good
Very
Eusc 12 | 81 | 12,90 | 87.10 Good
Very
AMCL 12 | 81 | 12,90 | 37.10 Good
Very
SMDL 16 | 77 | 17.20 | 82.80 Good
Very
ASM 12 | 81 | 12.90 | §7.10 Good

@K

B CLSP

wTM

wQp

m|5Y

wTime

5 Regian

Fig. 2 Showing of Feedback from Teachers

In the www.hseshiksha.in, feedbacks [romm 301
students are collected between September 2018 and
Junuary 2019, Feedbacks are collected onling with 14
paramelers of questionnaire. Users can give answer
of question. The 14 parameters of questionnaire are
IK. CLSP. LM. QP. 8Y. Time, Region, HM. Pexam.
SMG&earch. Euwse. AMCL, SMDL and ASM.
Feedbacks [rom the students are shown in the Table-
FS. 292 students have knowledge of Internet (1K)
which 15 97.01% and 9 teachers have not IK which is
the availability of question papers (QP) which is
94.02% and 18 students are said “No™ for the same

2.99%. 291 s'udents can operate the computer, laptop
or smarl phone (CLSP) which is 96.68% and 10
students can’t operate the CLSP which is 3.32%. It
says that a very good number of students are
registered member of the portal who has IK and can
operate the CLSP,

288 students are said “Yes™ about the availability of
lcarming materials (LM) which is 95.68% and 13
students arc said “No” for the availability of LM
which is 4.32%. 283 students are said “Yes" aboul
which 1s 5.98%. 288 siudents are said “Yes™ aboul
the availability of syllabus (3Y7) which is 25.68% and

186]
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13 students are said “No™ for the same which is
4.32%. 284 students are said “Yes® aboni the
availability of any lime (Time) which is 94.35% and
17 students are said “No" for the same which is
5.65%. 279 studenls are said “Yes” about the
availability of any region (Region) which is 92.69%

Table 2

and 22 students are said “No™ for the same which is
7.31%. 273 students are said “Yes” about the
comfort-ability of Hindi medium vsers (HM) which
is 90.70% and 28 students are said "No™ for the same
which is 9.03%.

Feedback from Students

Feedback from Students
Feedback | InFigure | In Percentage
Particular | No | Yes | No Yes Grade
1K 9 | 292 | 299 |97.01 | Very Good
CLSP 10 | 291 | 3.32 | 96.68 | Very Good
LM 13 | 288 [ 4.32 | 95.68 | Very Good
QP 18 | 283 | 598 | 94.02 | Very Good
3Y 13 [ 288 | 4.32 | 95.68 | Very Good
Time 17 | 284 [ 565 | 9435 | Very Good
Region 22 | 279 | 7.31 [ 92,69 | Very Good
HM 28 | 273 | 930 [ 90.70 | Very Good
Pexam 38 | 263 | 12,62 | 87.38 | Very Good
SMSearch | 21 | 280 | 6.98 | 93.02 | Very Good
Eusc 13 | 288 | 4.32 | U5.68 | Very Good
AMCL | 18 | 283 | 5.98 | 94.02 | Very Good
SMDL 19 | 282 | 6.31 | 93.69 | Very Good
ASM 16 | 285 | 532 | 94.68 | Very Good
m K
93.69
94_02-\ 96.68 ™ CLSP
95.68| 95.68 ®WLM
L‘f: e 94,02 B QP
mSY
93.02 m Time
£7.38 = Region
" HM

Fig. 3 Showing of Feedback from Students

263 students are said “Yes™ for the preparation of
examination which is 87.38% and 38 students are
said “No" for the same which is 12,62%. 280
students are said “Yes™ [or the searching of study
materials (SMSearch) which is 93.02% and 21
students are said “No™ for the same which is 6,98%,
288 students are said “Yes™ [or the casier usc of

portal (Euse) which is 93.68% and 13 students are
said “No™ for the same which is 4.32%. 283 students
arc said “Yes” for the accessing of portal through the

mobile, computer or laptop (AMCL) which is 94.02%

and 18 students are said “No™ for the same which is
598%. 282 students arc said Yes' Jor the
downloading of study malerial (SMDL) which is
93.69% and 19 students are said “No™ for the same
which is 6.31%. 283 students are smd ~Yes™ [or the
accessing of study matcrial (ASM) which is 94.68%

1862

and 16 students are said “No” for the same which is
5.32%. 2.99% to 12.62% studenis have given the
answer with “No™ option. Similarly. 87.38% to 97.01%
students have given the answer with “Yes™ oplion.
We have arbitrary took a standard that any grade
above B0 percent is marked as very good. between 60
Lo 80 as fairly good and below 60 as average,

In the www.hseshikshain, feedbacks from 110
Others are collected between Sepltember 2018 and
January 2019, Feedbacks are collecled onling with 15
paramelers of questionnaire. Other calegory of users
can give answers of questions related to these 13
paramelers. The 13 paramclers of questionnaire are
IK. CLSP. QP. 3Y. Time, Region. HM, PExam,
SMSearch, Euse. AMCL. SMDL. ASM. Pareni and
Help, Parent and Help e new  pamamelers.
Feedbacks [rom the others cxcept teachers and

ISSN: 2278-4187
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students are shown in the Table-FO, 91 others have
knowledge of Internet (IK) which is 82.73% and 19
others have not TK which is 17.27%. 97 olhers can
aoperate the computer, laplop or smart phone {CLSP)
which is 88.18% and 13 others can’t operate the
CLSP which is |1.82%. It says that a very good
number of others arc regisiered member of the portal
who has IK and can operate the CLSP. 104 others are
said “Yes” about the availability of queslion papers
(QP) which is 94.55% and 6 others arc said “No™ for
the same which is 5.45%. 102 others arc said “Yes”

about the availability of syllabus (SY) which is 92.73%

and 8 others are said “No" for the same which is
7.27%. 104 others are said “Yes™ about the
availability of any time (Time) which is 94,55% and
6 others are said “No"” for the same which is 5.45%.
89 others are said “Yes™ about the availability of any

97 others are said “Yes” for the downloading of study
material (SMDL) which is 88.18% and 13 others are
said “No” for the same which is 11.82%. 103 others
are said “Yes” for the accessing of study material
(ASM) which is 93.64% and 7 others are said “No”
for the same which is 6.36%. 101 others arc said

region (Region) which is 80.91% and 21 others are
said “No” for the same which is 19.09%, 83 others
arc said “Yes” about the comlori-abilily of Hindi
medium users (FM) which is 75.45% and 27 others
are said “No" for the same which is 24.35%. 83
others are said “Yes™ for the preparation of
examination (Pexam) which is 75.45% and 27 othcrs
arc said “No” for the same which is 24.55%. 102
others arc said “Yes” for the scarching of study
materials (SMScarch) which is 92.73% and 8 others
are said “No” for the same which is 7.27%. 104
others arc said “Yes” for the easier use of portal
(Euse) which is 94.55% and 6 others are said "No™
for the same which is 545%. 100 others are said
“Yes” for the accessing of portal through the mobile,
computer or laplop (AMCL) which is 90.91% and 10
others are said “No” [or the same which is 9.09%.
“Yes” for accessing the parent (Parent) which is
91.82% and 9 others are said "No” for the same
which is 8.18%. 98 others are said “Yes™ for child
helping by parent (Help) which is 89.09% and 12
others are said “No” for the same which is 10.91%.

Table 3
Feedback of Others
Feedback from Others
In
Feedback | In Figure | Percentage Grade
Particular No | Yes| No Yes

1K 19 | 91 [ 17.27 | 82.73 | Very Good
CLSP 13 97 | 11.82 | 88.18 | Very Good
Qr 6 104 | 5.45 | 94.55 | Very Good
S5Y & |102] 727 | 92.73 | Very Good
T Time 6 10+ | 545 | 9455 | Very Good
Region 21 89 | 19.09 | 80,41 | Very Good

HM 27 83 | 2455 | 7545 Good

Pexam 27 | 83 | 24.55 | 7545 Good
| SMSearch 8 | 102 [ 7.27 [ 92.73 [ Very Good
Euse 6 | 104 | 545 [ 9455 | Very Good
AMCL 10 | 100 | 909 | 90.91 | Very Good
SMDL 13 97 | 11.82 | 88.18 | Very Good
ASM 7 103 | 6.36 | 93.64 | Very Good
Parent 9 | 101 | 8.18 | 91.82 | Very Good
Help 12 | 98 | 10.91 | 89.09 | Very Good

We have arbitrary took a standard that any
fairly good and below 60 as average.
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grade above 80 percent is marked as very good. between 60 to 30 as
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Fig. 4 Showing of Feedback from others

V RESULT

The grade of HM and PExam are found to be “Good”
where other parameters are in the Category “Very
Good".

VI CONCLUSION

KP-HSES counts feedback collecled for teachers,
students and other users, Based on counting of
feedback parameters, values of counters are found
appreciable. Overall hses portal is benchcial for
students. teachers and others,

1864

1]

2]

131

4]

REFERENCES
Subramanian D.Venkata, Geetha
Angelina(2012). —Evaluation Strategy for

Ranking and Raling of Knowledge Sharing
Portal Usability— I1JCS] Inlcrmational Journal
of Computer Science Issucs, Vol. 9. Issuc 1, No
3, January 2012. ISSN (Online): 1694-0814. pp.
395-400

Suradi Nur Razia Mohd, Subramaniam Hema,
Hassan Marina. and Onuar, Sit
Fatimah(2010) — Development of Knowledge
Portal using Open Source Tools: A Case Study
of FIT, UNISEL—International Journal of
Social. Behavioral, Educational, Economic,
Business and Industrial Engineering Vol:d.
No:2, pp. 94-97

Irina Kondratova and Ilia
Goldlarb(2010) —knowledge portal as a new
paradigm  for scientific  publishing and

collaboration— ITcon Vol. 9, pp. 161-174

Alhawary A. Faleh, Irtaimeh J. Hani, Hamdan
Bany Khaled(2011), —Building a Knowledge
Repository: Linking Jordanian Universities E-
library in an Integrated Database System—
International ~ Journal ol  Business and
Management, Vol. 6. No, 4, pp:129-133



Gnnuaanrj}-mr:— Rabindranath Tagore University Journal Vol. VI1I/Special Issue XVI April 2019

UMKGg,, TP: User Friendly Multi Group Key Transfer Protocol with
Circulant Matrices

Shruti Nathani', B.P. Tripathi®, $.K. Bhatt’
123Dept. of Mathematics, Govt. N.P.G. College of Science, Raipur (C.G.) India.

ABSTRACT

Most existing traditional group key distribution protocols are largely designed for a single group. They establish a
single key for a single group. Many group oriented applications require multi-group key establishments at time, In
which user may join multiple groups simultaneously. Recently, in 2018, C.F. Hsu et al. gave new type of user
oriented multi-group key establishments using secret sharing (UMKESS). As many other group Key establishiments
schemes this protocol (UMKESS) is also polynomial hased in which to distribute and recover the secret group key,
the kev generation centre(KGC) and each group member has to solve t-degree interpolating polynomial. Inspire
from Hsu et al,'s UMKESS, in this paper, we present a new design of user friendly group key distribution protocol
using secret sharing with cireulant matrices. Because of using circulant matrices as a tool, our proposed protocol
UMK TP is become more efficient, secure and robust. Also, all the required security features of group

conununications are handle in UMKg, TP.

Kep words: multi-group key establishment, secret sharing scheme, circulant matrices, key transfer protocol.

T INTRODUCTION

The traditional one to one communication has been
expanded into one-to-many and many-to-many
communication. This type of communications
involving multiple users(n = 2) are called group
communication [11]. For a secure group
communication a group key is needed 1o be shared
among all the group members. That is, before
exchanging communication messages a key
establishment protocol must be used to construct the
session keys for legitimate participants in the
communication [19]. This session a key is then uses
by the group users 1o communicate their secrews, lo
encrypl and decrypt sensitive information and (o
authenticate messages in the group.

The group key establishment protocols are ofien
classified into two types:[2]

(a) Cenlralized, also called distributive group key
establishment protocols, where a server is
responsible for generale a group key and
distribute the group key to all the group
members. This type of protocols is also called
GKT/GKD protocol.

Distributed, also called, contributory group key
establishment, in which there is no server. is
required and group key is generated by the
contribution of all the group members. This type
is also known as group key agreement (GKA)
protocol.

(b

In the past few years a large amount of research work
on group key transfer protocol has been published in
the Nleratures, The most widely used group key
ransfer  protocols are based on  secret sharing
scheme(855), which was first introduced by both
Blakley[7 | and Shamir[1], independently in 1979.
Then the first group key transfer protocol using scerel
sharing scheme (S58) is proposed in 1989 by Laih ¢
al[5]. Later, there are several other group key
wansfer protocols [8,9.10] fellowing the same
coneepl ol using S88 was proposed.

| 863

In 2010, Harn et al[10] proposed, a first
authenticated GKT protocol based on 585, The
confidentiality and authentication of this novel GKT
protacol is information theoretically secure. But, in
this protocol, to distribute and recover the secret
group key, KGC and each group member has (o
compute a t-degree interpolating polvromial. Al the
same lime, many rescarch articles [ 11,12,13,16,17]
based on Harn et al.’s[10] authenticated protocol
using 338 with the computation of a (-degree
interpolating polynomial has been proposed.

To avercome, this drawback, in 2016, Hsu el al. [2]
gave an efficient GKT protocol. In their scheme the
information related to group keys was hidden by
vandermonde matrix and to distribute the group key
efficiently they employed linear secret sharing
scheme on vandermonde matrix, which reduces the
computation load of each group member,

Recently in 2018, S, Nathani et al.[14] also gave an
authenticated and secure GET protocol based on
secret sharing scheme with circulant matrices. But all
this above cited conventional GKT protocols can
establish a single group key at a time, that is,
establish a single group key for a single group.

With the rapid development ol group oriented
services such as business conferencing system.
wireless body area network, programmable routey
communications and fle sharing tools ete, require
more and more multi-group communications in
which  wusers may join  multiple  groups
simultaneously.

Recently, a new type of user oriented muli-group
key establishments using seeret sharing (UMKESS)
is proposed by C.F, Hsu et al.[3] in 2018, This multi-
group key establishiment scheme is also polynomial
based, That means, again to distribute and recover the
secrel group key, KGC and each group member has
o solve t degree inlerpolating polynomial.

[SSN: 2278-4187
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Therefore. spire from C.F. Hsu et al’s [3],
UMIKESS protocol, we extend our conventional GKT
protocol [14] into multi-group key transfer protocol
on 885 with circulant matrices. In this paper, we
propose n new design of user friendly multi-group
key distribution protocol using 35 with circulant
malrices,

Some unique leatures of our protocol are summarized
below:

s A circulant matrices based key distribution
protocol for multi-group communications
is proposed,

= We use circulanl matrix as a toal and
present an efficient computation ol group
keys. Since information related to group
keys is a hidden using circulant malrix.
Thus, each participating group member
and KGC has to calculate only first row of
the matrix. This gives us much less
computational complexity.

= Lach user keeps only one share with KGC
at the time of registration and the share
con be used o recover multiple group
keys,

= In the whole proposed scheme, the group
key is authenticated by each user of
distinct  groups  and  KGC.  Also,
authentication has been done by only onc
message in each group.

c(l) e(2)
c(n) <)

c(2)  c(3)

s The KGO can manage user joining or
leaving  dynamically. There has no
rekeying overhead,

= All the required sccurily features are
handling in our proposed multi-group key
iransler protocol.

I1 PRELIMINARIES

(a) Secret Sharing: In a sccret sharing scheme, a

secrel 8 is divided: into n shares and shared
among a set of n shareholders by a mutually
irustedd denler in such a way that authorized
subset of shareholders can reconstruct the secret
but unauthorized subset of share holders cannot
determine the seeret. If any unauthorized subset
ol shareholders cannot obtain any information
about the secret, then the scheme 15 called
perltet.2]

() Circulant Matrix:[4]A Circulant matrix 15 a

square matrix where, given the first row, the
suceessive rows are obtained by cyelically right
shifting the present row by one element. Thus
the i%row of a circulant matrix of size (n X n) is
abtained by cyelically right shifting the (i —
13'") row by one position, for i = 2 ton , given
the first row. Let the first row be the row vector
Je€1), e(2), .. e(n — 1), e(m)). Then the
circulant matrix C is obtained as

()
clin—=1

()

The most important property of circulant matrices is they are multiplicatively commutative,

(¢) 555 based on Circulant matrix for multi-
oroup communications: Suppose a group of
nparticipants  {Uy, Uy, Uy -+, U} want 1o
communicate . a  sccurc  multi-group
communication with their long term secrets
{%,. %4, ... %,} shared with enly KGC. Also for
mulli-groups communication we have Lo take o
batch of group {G,,G;, ..., Gy, } and a mutually

e(l) «e(2)

e(n) o)
[Cul=1| . ;

c(2)  «(3)

= Clve(xlixfioms

wherel =j=n

trusted KGC, Actually this scheme consists of
two algorithms [14].

ey Seeret generation algorithm: To form Circulant

matrix for cach wvser Ui(1 =i=n) in each
purticular group G(1 =i = m) KGC first picks
the shared secret x) of each user Ujand make
circulant matix [Cy] as below :

e(n)
clin—1)

o(l)
.“IX:‘I'I')

and m denotes the number of group users in each particulur group G; and then caleulate the secrets ol S5 of each user

U (1 = | = n) by computing
Si= 1G] Cirelry P e o VT
frl=j=nl=is€m

Thus. this algovithim outputs with a list of secret shares S;(1 =j=n. 1 =i=m ).

| RGO
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(¢) Secret Reconstruction Algorithm: This algorithm takes all the shares §(1=j=n1=i=m) euch

participating member Uy has long term private key x;

and public vector = = (ry;, T3y <o -, Ty) 88 inputs and outputs the secret
Tji

S=s+5++5,
by computing each product

Sj.‘ - Circ(x},x}, LI

(for1=j=nl1<i<m).
111 PROPOSED PROTOCOL

We suppose that there are n users {U;, U, ..o . JULY
participated in multi-group communications. Each
user is required to register itself at KGC and KGC
keeps tracking all the registered group member which
meludes  removing  any  unsubscribed  group
participants or adding new member. To achieve
secure multi-group communications, KGC has to
selects multi-group session keys for all the running
groups simultaneously and securely distributes these
keys to all the valid registered members of particular
groups, Therefore, the only valid members who
belong to that particular group can easily derive this
group’s session key.

The proposed group key transfer protocol for multi-
group conununications consist of three phases:
Initialization, user registration, multi group key
distribution and establishment. Here we assume that
there are n users {U;,Us,......, U} participated in
multi-group communications denoted by
{G'erZr """ sGm}'
(a) Initialization: The KGC selects a safe large
prime p, and a secure one way hash function
h(.) whose domain is GF(p). The KGC
publishes p and A(. ).
User Registration: Each user is required to
register at the KGC for subscribing the key
distribution service, The KGC keeps tracking all
the registered users or adding new users. During
the registration each user Uj(1 = j = n) shares
his/her long term secret x; €K, (1 =/ =n)
with KGC in a secure manner.
Multi-group key generation, distribution and
establishment: Suppose a group of n members
{U;, Us, oo, Uy} want to communicate in a
secure multi-group communication with their
long term secrets {Xxy, X, ... X, } shared with
only trusted parly KGC secretly. Here we also
assume a batch of groups {Gy, Gy, ..., Gy}
which are handle by KGC simultancously. The
process of multigroup  key  generation,
distribution and establishment contain five steps:
Authi

for,1=j=nl=i=m.

(b)

(¢}

,xj"). Circ(?'-‘i,rg,‘, 2 T'ﬂ)

(i) Step 1: The initiator sends a key generation
request to KGC for multiple groups with a

list of groups {G), G, ......, Gy} and ecach
group is represented i
Gy = [U,‘,Uz, ,,,,,, ,uj}' 1=i<

m where j € {1,2,--,n}L

(i) Step 2: KGC finally broadeast the list of all
groups {Gy, Gz, ... oo , G 3o all members as a
response.

(iii) Step 3: For each group member Uy, 1 £ =
n, he/she decides to join more than one
groups G;(1 = i = m) simultaneously. Then
each group user sends their random value
n, (for 1sj=n, 1< m) for each
group G; in which they want to join.

(iv) Step 4; Now KGC reeeived all the random
values send by all the group participants
U, (1 =j=n). Then KGC broadcast the
actual list of participants of each particular
group according their random values sent by
each group user. This list of number of
participants in each particular group helps
the group participants to make circulant
matrices,
Step 5: Now KGC randomly selects the
group keys Kg(1=i=m) for all the
groups G,(1 = i = m). Then KGC compute
the secrets 5;(1 = j = m) of each user U; in
cach particular group G;(1=i=m) by
computing the product

(v)

|Circulant matrices of shared secrets of each user
U, in the group G,]* [Circulant matrix of random
values 7, of each user U; in the group G;] =s.
(1<i=m 1=jsn)

[Cjil “Cire(riran "----rjt) = 5ji

Here, m denotes the number of members in the group
Gy. Alier this computation of secret of each user Uy in
particular  groups, KGC also computes some
additional values w; = 5 — 5, where

5i = Circ(K ¢, Ko K, )
lerl=j=nl=i=m and

= WK, Uss Usi-oovy Up s T oo Tty Yago Uginsns o i)

At last, finally KGC broadeast (Auth , (uﬂ)ﬂi forl<i=ml=j=n
Here. { represents number of groups and f represents number o participants in each group G;.
{(vi) Step: 6 Now each participating group member U}, 1 =/ = n, knowing their corresponding public value
1y, in cach particular group G;, (1 = = m), is able to compute the product
[cy] * Cire(ry
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and recover the group key Ky, by computing,

SI = (lt“‘ + S}',')

Which is of the form

S; = Cire(Ka, K2, ween K2

(for,1=j=n,1=i=m)

Afterwards, each uy;, (for 1 = j = n, 1 =i = m) authenticates their corresponding groups G;by computing

Auth ; =

forlzjsn 1<ism
and then checks this value by

h(Kg, Uy Uy oo Upa Pria T oo Ty W Ui oo i)

Authy = Auth;.
If this result is correct then cach participant U;(1 = j = n), in the group G;(1 = i < m) authenticates the group key

Kg, is sent from KGC.

IV AN EXAMPLE

In our example we assume a group of 7 members
{U,, Uy, Us, Uy, U, Ug, UL} want to generate a sccurc
group  communications in  multiple  groups
simultaneously.

(a) User Registration: During registration each user
U,1=j=7, shares his/her long term scerets
x, EK with KGC. Suppose U, Shares x, =
2, U, Shares X, =1, U, Shares Xy =
4, U, Shares xy =3, Ug Shares X; =
10, U, Shares x5 =5, U, Shares x; =7in a
secure manner, KGC publishes h(:) .

(b) Group Key Generation and Distribution:

In our example we assume a bulch of

groups{Gy, Ga, Gz}, in which there 7 group members
wanl to join simultaneously.

Step 1: Suppose Up(initiator) sends a key
generation request to KGC with a list of groups
{6,,G,, G5}

Step 2: KGC broadeast the list of groups {G,, G, Ga}
to all members as a response.

Step 3: Here each group member U, (1 £/ =7),
he/she decides to join more than one groups G, (1 =
i =3). Then each proup participants sends their
radom values 7y, for each group G; in which they
want to join.

Suppose ,U; sends r; =2, nz =1 , U, sends
tgy =1, 75, =8 , Uy sends 7, =2, U; sends
= 10, Tia = 3, U5 sends Te1 = 11, Tgz = 6, UE
sends 1y =4, 1, =2, Uy sends 153 =9 to
KGC.

Step 4: Now KGC reccived all the random keys send
by the 7 users {Uy, Uy, Us, Uy, Us, Ug, U5 ).

Then, KGC broadeast the actual list of participants
Ui(1 =j =7) of each particular group Gi(1 =i =
5), That means KGC broadcast

Uy, Uy, Uy Us, U, 1 e Gy,
(Uy, Uy, Us} € Gy, {U,U,,U,) € Gy) list of all group members publicly.
Step 5: Now KGC randomly selects the 3 group keys K; =100, K, =200, K; = 50,10 all the 3 groups

(G162, Gy}

Now KGC compute the seerets 5; of each user U; of cach particular groups G;(1 =j = 7, 151 =3)

For this KGC, first has to make the circulant matvices of each participating group user [, (1 </ = 7) in cach

particular group G;(1 < i < 3), with the help of their corresponding shared sceret values,
x=2,x=1Lx=4x,=3x=10x=5x;,=7

That means, lor

Gy, {U,, Us Uy Us U, b

€y, = Cire(2',2%,2%,2%,2%) = Cire(2,4.8,16,32)

Cyy = Cire(11,12,17,14,1%) = Cire(1,1,1,1,1)

Cip = Cire(3',3%,3%,3%,3%) = Circ(3,9,27,81,243)
Cs, = Cire(10%, 10%,10%,10%,10%) = Cire(10,100,1000,10000,100000)
€ = Circ(5',5%,5% 5% 5%) = Circ(5,25,125,625,3125)

Then, 51, = [Cia] * Cire(ryy, raq, Ty Ta10 Tar )

= Circ(2,4,8,16,32) » Circ(2,1,10,11.4)
= Cire(300,538,446,230,212).
S21 = |Cay | # Clre(ry,720, 740751, 751)
= Cire(1,1,1,1,1) * Cire(2,1,10,11,4)
= Cire(28,28,28,28,28).
Sgy = [Cyo] # Cire(ryp 72) M Vsa Pse)
= Cire(3,9,27,81,243) + Cire(2,1,10,11,4)

= irc(1392,3450,3090,1284,948).

Sy = [Capl # Cire(r g, By s e

= Cire(10,100,1000,10000,100000)

+ Cire(2,1,10,11,4)

= Cire(211420,1114210,1142200,
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422110,221140)
Se1 = Gyl * Cire(ry, o, Tags o1 To1)
= Cire(5,25,125,625,3725) « Cire(2,1,10,11,4)
= Circ(11460,44680,43800,
16580,9620)

For group Gy, {Us, Us, Ug},
G5 =Cire(1t, 17,19) = Cire(1i1,1):

Cyp = Circ(4*,4%,4%) = Circ(4,16,64).
Csz = Circ(10%,10%,10%) = Cire(10,100,1000).
Then,
S22 = [Coa] = Cire(rys, 132, T57)
= Cire(1,1,1) = Cire(8,7,6)
= Cire(21,21,21).
53z = [Cya] * Clre(raz, 12, Ts2)
= Circ(4,16,64) + Circ(8,7,6)
= Circ(576,540,648).
Sgz = [Csa) * Circ(ryy, 133, 752)
= Circ(10,100,1000) = Circ(8,7,6)
= Cire(7680,6870,8760).

For group G;, {Uy, U,, Uz},
Cis = Circ(2',22,2%) = Circ(2,4.8).

C43 = Cirec(34,3%,33) = Circ(3,9,27).
Cen = Cire(74,72,7%) = Circ(7,49,343).
Then,

513 = [C13] * Clre(ria, taai 1)
= Circ(2,4,8) * Cire(1,3,9)

= Circ(62,82,38).
Sy3 = [Cyal * Circ(ria, Tha, 793)
= Cire(3,9,27) « Circ(1.3.9)
= Cire(165,261,81).
s73 = [Crz] # Cire(niz, 1z, 793)
= Circ(7,49,343) * Circ(1,3,9)
$y, = Circ(1477,3157,553).

Now, KGC computes the five additional values for group G, ,

Uy =85 — 5y
wyy = Circ(100%,100%, 100%, 100%,100%) — Circ(300,538,446,230,212),
= Cire(—200,9462,999554,99999770,

9999999788).
Uy =5 — Sa4
1y, = Cire(100%,100%,100%,100%,100%) — Circ(28,28,28,28,28),
= Cie(72,9972,999972,99999972,
9999999972).
Uy =5 — 5y
Uy = Cire(1007, 1007, 1007, 100*%,100°%) — Cire(1392,3450,3090,1284,948).
= Cire(—1292,6550,996910,99998716
,9999999052),

Uey =5 — 5

51
. . . 1142200
ug; = Cire(1001,1002, 1007, 100, 100%) = Cir (211420'1“42”' ek

422110,221140
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= Circ(—211320, 1104210, -142200,
99577890,9999778890).

Ugy =85 =55

Uy, = Cire(100%, 1002, 100%,100%,100%) — Circ(11460,44680,43800,16580,9620).

= Cire(—11360, —34680,956200,99983420,
9999990380).
and the value of
A”thl = h(.KI'JL = 100, {Ull Ual U-‘|.- Uﬁ; UI’-}! Py 240 Tane Ts1s TorHaas Uz, Uy Usy, um) .

KGC computes three additional values for group G,.

lUpy =5 — 8§33
u,; = Cire(200%,2002,200%) — Circ(21,21,21)
= Cire(179,39979,7999979).

Uzz = 5= Sag
Uy, = Cire(2001,200%,200%) — Circ(576,540,648)
= Cire(—376,39460,7999352).

Ugg = 5 = 85
us, = Circ (2001, 2002, 200%) - Cire(7680,6870,8760)
= Cire(=7480,33130,7991240).
and the value of
Auth, = h(!{r,—,z = 200, {U,, Us, Us), T2z, 732, Tez, Uaz, Unz, U—sz)'

Also, KGC has o compute 3 additional values for group Gy € {U;, Uy, U5}

Uz =5 =53
iyq = Circ(507,50%,50%) — Circ(62,82,38)
= Circ(—12,2418,124962).
Usy =5 = Sa3
uy; = Cire(50,50%,50%) — Cire(165,261,81)
= Cire(—115,2239,124919),
lyg = § — 87
Upy = Cire(501,50%,50%) — Circ(1477,3157,553)
= Circ(—=1427,—557,124447).
aid the value ol
Authy = h(Kr.'-, = 50, {ty, Ug, Uy}, LSF: T 'ar"av:x:uxsruuru'rs)-
Thus. KGC finally broadeast,
{Authl.fluthz,Authg,{un,uu.u“,um‘um}ﬂi,

{122, 3z, “52.‘]“,. {113,143, Ura e, ).

Step 6: At last to compute the common group key, each participating group members of group,
Gy € (U, Uy Uy, U, Ugl, G, € {Uy, Uy, Ug),
, Gy (U, U, 5],
has to solve the equation
8= (Ifﬂ + -.q‘,':'.)

where, § = Circ(K! K2 ... K])
here. f denotes the number of participants in the group £ .
Therelore, for group Gy,
User /), computes

syy = [Cyql # Cire(ry vy, 1510 Y61)
= Cire(2,4,8,16,32) « Circ(2,1,10,11,4)

= Circ(300,538,446,230,212).
S0.8 =1y + S
S Cire(=200,9462,999554,
099949770,9999999788)+ Cire(300,538,416,230,212)
S=Cired 100, 10000, 1000000, 100000000, 10000000000)
S=Cirel 100.1002, 1003, 100%, 100%)
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Thus, G, = 100,

521 = [Caq] # Cire (g, 157, a0, 1510 )
= Circ(1,1,1,1,1) * Circ(2,1,10,11,4)
= Circ(28,28,28,28,28).
So, §=uy; + 5,

3= Circ(72,9972,999972,
99999972,9999999972) + Circ(28,28,28,28,28)
=Cire(100,10000,1000000, 100000000,10000000000)
8 = Cire(100,100%, 1003, 100%, 100%)
Thus, G, = 100.

541 = [Cyq] » Cire(ryy, 720, Tans Tan Tar)
= (Circ(3,9,27,81,243) + Cire(2,1,10,11,4)
= Circ(1392,3450,3090,1284,948).
80,5 =u,; + 54
8= Cire(—1292,6550,996910,
99998716,9999999052)+ Circ(1392,3450,3090,1284,948)
S=Circ(100,10000,1000000, 100000000, 10000000000)
§ =Circ(100,1002, 100%, 100, 1005)
Thus, G, = 100.

351 = [CS'I] » C!TC(T.].I, "'2;- Fi1eT51, ?-51)
= Cire(10,100,1000,10000,100000) » Cire(2,1,10,11,4)
= Circ(211420,1114210,1142200422110,221140).

S0, 5 = ug; + 55,
S= Cire(—211320,—-1104210,
—142200,99577890,9999778860)+ Circ(211420,1114210,1142200,422110,221140).
S=Cire(100,10000, 1000000, 100000000, 10000000000)
8=Circ(100,1002, 1003, 100%, 1005).
Thus, Gy, = 100.
Sg1 = [Car] * Cire(riy, 1217510 500 761)
= Cire(5,25,125,625,3725) + Cire(2.1,10,11,4)
= Circ(11460,44680,43800, 16580,9620).

30,5 = Uy + 54
S = Cire(—11360,—34680,956200,
99983420,9999990380) +
Cire(11460,44680, 43800,
16580,9620)
5=Cire(100.10000,1000000,100000000, 10000000000)
S=Cire(100,100%, 100%, 100%, 100%)
Thus, Gg, = 100.

Hence, all the group users of group Gy
gets the group key K, = 100,

For. group G, € {U,, Uy, Us],
User /s computes,
S22 = [Caz] # Cire(ryy, 1ip, 1s3)
= Cire(1,1,1) » Cire(8,7,6)
= Cire(21,21,21).
30,5 = Uy + 83
S= {ire(179,39979,7999979) + Cire(21,21,21)
S=Ciret200.40000,8000000)
S=Cire( 100.200%, 200%)
Thus, Gy, = 200.
User I/, compules,
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832 = [Caz) * Circ(ryy Tz, Ts2)
= Circ(4,16,64) + Circ(8,7,6)
= Circ(576,540,648).
S0, § = ug, + 53,
§= Circ(—376,39460,7999352)+Circ(576,540,648)
=Circ(200.40000,8000000)
8=Cirg(200,200%, 220%),
Thus, Gy, = 200.
User g compules,
S5z = [C53]* Cire(ran, 142, 752)
= Cire(10,100,1000) * Cire(8,7,6)
= Circ(7680,6870,8760).
So, § = ugy + S5y
8= Cire(—7480,33130,7991240) + Circ(7680,6870,8760).

§ = Cire(200,40000,8000000)
$ = Cire(200,200%, 200%),
Thus, Gy, = 200.
Henee, all the group users of group G,
gels the group key Kz, = 200.

For, grovp Gy € {U;, Uy, Uq,
User U; computes,

Si3 = [cl.'!] * Cirﬂ(r-lg, T, 1"73)
= Cire(2,4,8) » Circ(1,3,9)

= Circ(62,82,38).
So, S =1z + 513
S= Circ(—12,2418,124962)+ Circ(62,82,38).
§=Cire(50,2300,125000)
S=Cire(50,502, 50%)
Thus, Gy, = 50.
User U, computes,
s43 = [Cy3] * CircCrys, 13, 773)
= Circ(3,9,27) + Cire(1,3,9)
= Circ(165,261,81).
So, 5 =1yq + 843
S= Circ(—115,2239,124919) + Circ(165,261,81).
5=Cire(30,2500,125000)
5=Circ(50,502, 50%)
Thus, Gy, = 50.
573 = [Cyal # Cirelriz,133.173)
= Circ(7,49,343) + Circ(1,3,9)
§79 = Cire(1477,3157,553).
User U/, computes.
S0, 5=ty + 55y
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S= Cire(=1427,-657,124447) ++ Circ(1477,3157,553).

S=Cire(50,2500,125000)
§=Circ(30,50%, 50"

Thus, Gy, = 50.

Hence, all the group users of group Gy
gets the group key K, = 50.

V SECURITY ANALYSIS

Theorem: The proposed protocol possesses key
freshness, key confidentiality and key authentication.

Proof: Key Freshness: In our proposed protocol for
each new communication session m new group keys

(Giye Grego e e 2 G} agsociated with
(S P — , G} ure randomly selected by KGC for
each multi-group key service request. Also, fo
compute the group key K; (1 =i = m) each group
user U;(1 = j = n) hus to caleulate

§= (uﬁ + sﬂ), where

i = [Cu] R TR T ?'h)

Sj; = {.x'jl,sz, 4 55
Which is a function of shared secrets of each user U;
and random challenges(public values) 7;;(1 =j = n,
1 =i =m) selecied by each group member U;(1 =
j = n) for cach new communication service request.
Thus, it is obvious that the group key Kg, will be
fresh that is new and different for each new
communication session,

x") = Circ(rﬂ,rm, ...,1};)

Key Confidentiality: Key secrecy is provided due to
the security feature of SSS based on circulant
matrices for multiple groups. To handle multiple
groups at a time KGC has to select multiple group
keys {Kg i Koo o Ke,, }o  the respective group
members have calculate

Si=(wy + 5;) (= Cire[K} K%, .. ... K5 ])
Where, uj; are the public values sent by KGC and
sp = [Cpl * Circ(ry, razg e o ' T/t)
i = (g} 2l o X)) % Cire(ry Tag e s Ty

Where t denotes the number of members in the group G;. This shared secret value s;; assured that only authorized
group member is able to recover the group key Kg, which is of the form

8= Ch‘c{K};',K%l, o Kg)
where ¢t represent the number of members in the
group G;.
Hence, key confidentiality is surely achieved in our
proposed scheme,

Auth’i = h(Kg U,, Uz, ...
for,1=j=nl=i=m
and then check this hash value by Auth; = Authy,
Also this key authentication is done only by one
message for each group Gy
Theorem({Insider attack): The proposed protocol
UMKg TP issecure against insider attack.
Proof: At the time of registration, each participating
group member U; shared his/her long term seeret key
#; only with KGC (a wusted authority). For each new

Key Authentication: In key distributing phase, the
KGC also compute Authy for all the multiple groups
G; simultanously. Alse, each user U; authenticates
their corresponding groups G; by computing

..U].r”. Iz ...,rii,Ll“, Usgj, .....,U,":)

communication  session a new group key Kg s
selected by KGC and makes some values u;; =
(S=s)(l=i=m 1<j<n) publicly known.
Then each authorized group member knows their
shared secret x; with KGC and  public values uj; 1s
able to compute the group key Kg, which is ol the
form

S = Circ(KL, K2, -+, KL,

Since. 5=u; + 5.
where .

sip= (o, iy X)) Cire(ry i)
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Therefore, the secret x; & K of cach group member
shared with KGC remains inknown to outsiders and
nlso each authorized group member is able to recover
the group key but not able to obtain other member’s
long term secret X Thus, our propesed protocol
resist against msider attack.

Theorem (Forward and Backward Secrecy): The
proposed protocol UMKg TP provide backward
and forward scerecy, that is newly joined members
cannot  recover the old group keys and those old
members who left the group cannot access the current
group key.

Proof: In our proposerdl UMKg TP protocol, for
every multi-group session, il new members join in or
old members lefl from pgroups, the KGC needs to
distribute new group keys to all existing group
members. In each group the group key Kg, is derived
from the current group members long term secrels X{$
and fresh random challengesry;. Also, our whole
computation is totally depends on the number of
members in the current group. Thus, the newly joined
members can recover the current group key but
cannot recover the previous group keys and those old
members who left the group cannot recover the
current group key. Thus, our protocol achieves both
forward and  backward scerecy of  group
communication.

VI CONCLUSION

We defined a new type of, circulunt matrices based
key transfer protocol for multi-group
communicalions. Because ol using circulant matrices
a5 o tool, our proposed multi-group key transfer
protocol takes much less time than other existing
multi-group key transfer protocols, Also all the
required security ativibutes are addressed in detail and
the confidentiality of our propesed protocol is
unconditionally sceure,
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ABSTRACT

Lifestyle diseases are defined as diseases linked with the way people live their life. This is commaonly cansed
by alcehol, drug and smoking abuse as well as lack of physical activity and unhealthy eating. Diseases that impact
on our lifestyle are heart disease, stroke, obesity and type I diabetes. Habiis that deiract people from activity and
push them fowards a sedentary routing can cause a numher of healil issues that can lead o chronic non-
communicable diseases that can have near life-threatening consequences. We are preparing mocdel for prediction of
these diseases which will help user to change daily habits and get healthy lifestyle. We are generating primary data
Jor Proposed svstent as per suggested by medical practitioner, our model will analvzed the data and predict whether
person is prone to these diseases or not using supervised machine learning technique. Supervised machine learning
help ta classify the available data and finds the relation behween them which is necessary io predict fiture

COnsequences.

Kepwords: Lifestyle discascs, Supervised Classification, Machine learning.

TINTRODUCTION

Diabetes  discascs commonly stated by health
professionals or doclors as diabetes mellitns (DM),
which describes a set of metabolic diseases in which
the person has blood sugar, cither insulin production
inefficient, or becanse of the body cell do not return
correctly to insulin. or by both reasons. The day is
now to prevent and diagnose diabeles in the early
stages.

According 1o the WHO (world health organization)
report in Nov 14, 2016 in the world diabetes day
“Eye on diabetes” reported 422 million adults are
with diabetes, 1.6 million deaths, as the repor
indicates it is not difficull to guess how much
diabctes is very serious and chronic,

Diabetes diseases damage different parts of the
human body [rom those parts some of them are: eves,

kidncy. heart, and ncrves. William's text book af

endocrinelogy was predictable (hat in 2013 more
than 382 million populatiens in the world or all over
the world were with diabetes or had diabetes. There
are 5o many people’s are died every year by diabetes
disease (DD) both in poor and rich countrics in the
world,

According to the cemters lor disease control and
prevention (CDCP) they give information for the
duration of 9 ensuing vears that is between 2001 and
2009 type [T diabeles increased 23% in the United
States  (US). There are differentl counlrics,
arganization, and different health sectors worry aboul
{his chronic disease conirol and prevent before the
person death.

Diabetes. Most in the current time  diabetes is
grouped into two types of diabetes, tyvpe | and Type
II diabetes. Type T diabetes this type of diabetes in
heath language or in doctors' language this lype of
diabetes also called Insulin  dependent  diabetes
illncss. Here the human body docs not produce
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enough insulin. 10 % of diabetes causcd by this type
ol diabeles.

Type II diabeles this type of diabetes. According io
CDA (Canadian Dinbetes Association) during 10
yeats, between 2010 and 2020, expected to increase
from 2.5 million to 3.7 million. Therefore, as the
above mentioned Diabeies discases needs early
prevention and diagnosis to safe lmman life from
carly death By considering how much this disscises
is very serics and leading onc in the world. Moloud
[2] Algorithms which are used in machine learning

have various powers in both classification and
nredicting,
This study follows different machine learning

algorithms to predict diabeies disease at an early
stage. Such as. Logical regression. SVM io predict
this chronic diseasc at an carly stage for safc human
life.

II RELATED WORK

(1) Deseribe and cexplain different classification
Algorithms using different parameters such as
Glucose, Blood Pressure, Skin  Thickness,
insulin, BMI. Diabcles Pedigree. and age. The
rescarches  were  not  included  pregnancy
parameter to predict diabetes disease (DD). In
this reseaich, the researchers were using only
small sample data for prediction of Diabetes. The
algorithms were used by (his paper were [ive
different algorithms GMM, ANN, SVM, EM,
and Logistic regression. Finally. The rescarcliers
conclude that ANN (Artificial Neural Network)
was providing High accuracy for prediction of
Diabetes.

Machine learning algorithms are very important
to predict different medical data sets including
diabeles discases datasct(DDDD).in this study they
use support vector machines(SVM) | Logislic
Regression .and Naive Bayes using 10 [old cross

(b)
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(c)

(d)

(&)

(0

validation lo predict dilferent/varics medical
datascts including  diabetes  datasci{DD) .the
researchers” was compare the accuracy and the
performance of the algorithm bascd on thewr
result and  the researchers conclude that
SVMisupport Vector Machine ) algorithm
provides best accuracy than the other algorithm
which are mentioned on the above The
researchers were use those machine learning
algorithm on a small sample of data in this study
factors for accuracy were identified such (actors
are Data origin, Kind, and dimensionality,

CART (classification and Regression Tree) was
used for generating fuzzy role. Clustering
algorithin also was used (principal camponent
Analysis (PCA) and Expectation maximization
(EM) for pre-processing and noise removing
before applying the rule. Different medical
dataset (MD) was used such as breast cancer.
Heart, and Diabetes Develop decision support for
different discases including diabetes. The result
was CART (Classification and Regression tree)
with noise removal can provide effective and
better in health/diseases prediction and it is
possible Lo sale human Tife from early dealh,
This study was the new approach that used KNN
algorithm by removing the outlict/OOB(oul of
bag) using DISKR(decrease ithe size of the
training scl for K-ncarcst neighbor .and also in
this study the storage space wuas minimized.
There for .the space complexily is become less
and efficient .afler removing a parameicrs or
instances which have less effect or factor the
researchers got better accuracy.

Feature selection 15 one of the most importanl
steps to incrense the accuracy. Hoelfding
Tree(HT) .multi-layver perceptron
(MP),Jrip,BayeNet, RF(random forest).and
Decision Tree machine learning Algoriihims were
nsed for prediction Fram different  feature
seleclion algorithm in this study they were use
best first and greedy stepwise feature seleclion
algorithm for feature selection purpose . The
researchers conclude that Hoclfding Tree (HT)
provides high accuracy,

In this study the researchers concentrale on
different datasets including Diabetes Datasel
(DD).The researcher werc investigale and
construct the models that are universally good
and capability for varies/differemt  medical
datasets (MDs).ihe classification algorithm did
not evaluale wsing Cross validation evaluation
mcthod . ANN.KNN. Navic Baves 48 ZeroR.Cy
Parameler seleclion. filtered classilier .and
simple earl were some of the algorithim used in
this study. From those algorithins Noive Boyves
provide betier accuracy in diabeles ditasel (DD)
in Lhis study. The two algorithms KNIN and ANN
provide high accuracy in other datasets on this
study.

1876

(£)

(h)

(i)

1))

(K)

(1

By using CPCSSN(Canadian primary  care
sentinel surveillance Network ) datasct and three
machine learning melhods to predict the diabetes
Disses (DD) in early stage lo safc human life at
from early death .on this study Bageing
Adnboost. and decision tree(J48) were uscd to
predict the diabetes and (he resenrcher was
compare the resnlt of those methods and
concluded that Adaboost method was provide
effective and better accuracy than the other
methods in weka data mining lools

Classification problems were identified in this
study, one ol the mosi problem in classificaiion
is data reduction .it has a vital role in prediction
accuracy .lo gel better and efficient accuracy the
data should be reduced as the researchers studied
here. On (his study PCA (principal component
Analysis) for data pre-processing including data
reduction for betler accuracy. For prediction
modilied decision tree (DT) and Fuzzy were
used for prediction purpose finally it was
concluded as (o get better result the dataset
should be reduced.

In this study the performance of machine
learning  lechniques were compared and
measurcd based on their accuracy. The accuracy
of the technique is varying from before pre-
processing and after pre-processing as they
identificd on this study. This indicates the in the
prediction of discases the pre-processing of data
set has its own impact on on the performance dand
accuracy of the prediction. Decision (rec
techniques provide betier accuracy in this study
before pre-processing (o predict diabeles
discases. Random forest and support veclor
machine provide better prediction after pre-
processing in this study using diabetes daia sel.
K-means and Genetic algorithm used in this
study for Dimension reduction in order to pget
better performance. The integration of support
veclor machine for prediction lechnique was
used and provides better accuracy in small
sample diabeles data sel by selecting only five
[aclors or paramelers. 10 cross validation on (his
study used as cvaluation method. finally reduced
data sel provide betier performance than large
dataset.

In this study the researchers were use different
data mining lcchiniques to predict the diabeiic
diseases using real world data sets by collecling
information by distributed questioner .in this
study SPSS and weka tools were used for data
analysis and prediction respectively in this study
ithe researchers compare three techniques ANN,
Logistic regression. and 48 finally it was
concluded as j48 machine learming lechnique
provide cfficient and betler accuracy,

Oracle Data miner and Oracle Databuase 10g used
for Analysis and storage respectively  he
parameters or fictors were identficd in this
study .the target variables were identificd based
on their percentuge (this study concentrited on
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and old diel control indicates high percentage on
this study. The treatmeni predictive percentage
done by support vector machine.

the Ircatiment of the patient .the patient divided
into two catcporics old and young bascd on their
age and predict their treatinent for both young

i PROFPOSED METHODOLOGY

Actual data from
user, using Google
forms

Data

Preprocessing

3

Training

of Datasct

y

Applving Classifier

y

Testing of Dataset

4

Prediction based on training

IV EXPECTED OUTCOME

User has lo enter his information regarding height.
weight, age. sex, type of exercise he/she performs
and system will be able to predict whether that
person cau have diabetes in future or not? This will
help user to take action at right time to prevent future
mishap.

(1

2]
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ABSTRACT

Spuirred hy acvances i processing power, memory, storage, and an unpreeedented wealth of data, computers are
betng asked fo tackle increasmgly complex learning tasks, often with astonishing success, Comptilers have new
mastered a popular variant of poker, learned the laws of physics from experimental dafa, and become experis in
videa games — lasks which would have been deemed impossible not too long ugo. In parallel, the number of
companies centered on applying complex data analysis to varying industries has exploded, and it is thus
unsurprising that some analviic companies are urning aftention to problems in healthcare. The purpase of this
review is to explore what problems in medicine might benefit from such learning approaches and use examples from
the literature fo hitrodiice basic concepts in machine learning. 1t is inportant to note that seemingly large enough
medical data sets and adequate learning algorithms have been available for many decades — and yet, although there
are thousands of papers applying machine learning algovithms te medical data, very few have conirihuted
meaningfully to clinical care. This lack of impact staucls in stark contrast to the enormaouns relevance of machine
learning fo many other industries. Thus part of my effort will be fo idennfy what obstacles there mey be fo changing
the practice of medicine through statistical learning approaches. aid discuss how these night be evercome,

Kepwords: Compulers; stalistics; risk factor: prognosis: machine lcarning,

I INTRODUCTION

Today we arc engaged in frequent enduring studics of
the healthcare effects of numerous ingredients. the
ultimale conscquences of rival approaches of

treatment, and decease irrefutable development of

discascs. Huge databases on noteworthy inhabitants.
focused on brain cancer, cardiovascular disease,
arthritis, cancer and other major medicinal problems,
are now being collected and used to clarify the true
occurrence of discases. lo identify demographic
infuences and to measure salutary efficacy of drugs
and procedures [6-8].

An cnlightening review of the history of Al and the
bouts between its supporters and challengers may be
found in the recently published Machines Who
Think [2].  According (o Sxzolovils, P. [10],
Medlication is a field in which such help is
judgmentally neaded. Our cumulative expectations of
the highest quality health care and the speedy
evolulion of ever more detailed remedial knowledge
lemve the physician without adequate time to devolc
lo each case and besieged lo keep up with the newaest
expansions in his field, For lack of time. mosl
medicinal decisions must be based on [ast decisions
of the case relving on the physician's single-handed
remembrance. Oaly in infrequent circumslances can
nonliction search or other extended examination be
undertaken to assure the doctor and the patient. that
the modern knowledge is (ransported o accept on
any  parlicular  case.  Sustained  training  and
recertificntion events encourage the surgeon to keep
more of the pertinent evidence continuously in mind.
but important confines of human recollection and
reiembrance  attached  with  the  growth  of
information assure that most of what is known cannot
be known by most entities, 1t is the chance [or new
computer based tools: to help organize. store. and
retriene suitable medical knowledge needed by the
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consultant in dealing with cach difficult case, and to
recommend approprinte diagnostic, prognostic and
therapeutic  decisions  and  decision  making
lechniques.

Artificial Intelligence is the study of thoughts which
allow computers to do the things that make people
seem intelligent .. The central goals of Artificial
Intelligence arc to make computers morc uscful and
to unglerstand the principles which make intelligence
possible [11].

“Machine l.eaming is the discipline of gefling computers
to learn and aet like humans do. and improve their
leatning over lime in self-governing fashion, by fceding
those daia and information in the form ol observations
and real=world conununications,”

In o 1970 review article. Schwartz speoaks of -the
possibility that the computer as an intelligent tool can
redesign the present sysiem of health care. basically
aller the role of the doclor, and deeply change (he
miture  of medical manpower employment and
medical education--in shert. the possibility that the
liealtheare sysiem by the year 2000 will be basically
different from what it is today [12].

According 1o the knowledge data discovery (KDDO
workshop of machine learning [3] Over the current
ages. the decreasing cost of data acquisition and
ready availabilily of data sources such as Smart card
Bascd Health records. claims. administrative data and
patient Based health data . as well as shapeless data,
have controlled to an increased focus on data-driven
and ML methods for medicinal and healthcare arca,
From the syslens natural science point of view. large
multimodal data typically including omics. clinical
exicnts. and imaging data are now readily obtainable.
Appreciated information for obtaining machine-like
imsight into the discase is also currently available in
shapeless Tormats for example in the scientific works.
The londing. incorporation, and examination of these
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data current noteworthy challenges for translational
medication rescarch and impact on the effective
mistreatinent of the data. Additionally, intcllectual
analysis of observational data from Smart card based
record and patient based data sources and integration
of insights generated from the same to the system
natural science sphere can  greatlly improving
longsulTering human involvement, consequence, and
refining the complete health of the populace while
reducing per capita cost of carc. However, the black-
box landscape. characteristic in some of the best
performing ML methods, has widened the hole
between how human and machines think and oflen
unsuccessful 1o provide clarifications to make
understandings tortious. In the novel era with users of
“right aimed al explanation”, this is detrimental to the
acceplance in repelition. To drive the usage of such
rich yet assorted datascts into actionable insights, we
aim to bring together a wide armay of investors.
including doctors. biomedical and data science
experts.  and  industry  solution  subject  matier
profession:ls. We will pursue to start deliberations in
the area of precision medicine as well as the
importance of interpretability of ML models towards
the increased practical use of ML in drug and
healthcare.

Artificial Intclligence is transforming the world of
drug. Al can help doclors make quicker, more
accurate diagnoses. Il ean lorecast the risk of a
discase in lime Lo prevent it. It can help researchers
understimcd how genelic disparitics lead to discase.
Although Al has been around flor eras, new advances
have igniled a prosperous in deep learning, The Al
technique powers driver less cars. super-human
image recognition, and life-changing, even life-
saving. improvements in medicine,

Deep learning helps researchers examine medical
data to treat discases. It improves doctors™ ability to
analyze medical images. It's proceeding the future of
personalized medicine. It even helps the blind
“see. | 5]

“Deep learning is (ranslorming a wide range of
scicntific arenas,” said Jensen Huang, NVIDIA CEO
and co-founder, “There could be no more important
application of this new capability than improving
patient care.” Three trends drive the deep learning
revolution: further powerful GPUs, sophisticated
neural network algorithms modeled on the human
brain, and access lo the explosion of data from the
intermnet[3).

II1 REVIEW OF MACHINE LEARNING
IN MEDICINE

Imagine physically as a young graduale student in
Stinford’s  Artificial Intelligence lab. building a
syslem (o diagnose a common infectious discasc.
After vears of sweat and toil. the day comes for the
test: o head-io-head comparison with five ol the top
hwman experls in infections disense. Over (he Nirsi
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experl, system squeeses o LaIrow viclory, winning by
just 4%. 11 beats the second, third, and fourth doclors
handily. Against the ffih, it wins by an astounding
52% |13].

Would vou believe such a sysiem exists already?
Would -ou belicve it cxisted in 19797 This was
the MY CIN development, and in vindictiveness of the
brilliant investigalion outcomes, it cerfainly not
through its way into scientific practice [14].

ML is routinely used in biological expansion and for
evalualing and interpreling dala in  genomics,
(ranscriplomics and profeomics pathways (e.g. [l16,
17]), whetrcas in clinical laboratory medicine, it has
been applied to classical biomarker testing of
biological resources. Numierous “expert systems
(ES)” have been newly labeled. original and
commercialized for scientific workshop drives.
Designed to appraise specific data in hematology,
wrinalysis or clinical chemistry, they are
conventionally bosed on a predefined decision tree
{DT) encompassing logic rules and checks to exclude
diagnostic hypotheses or define them or propose
additional examination to complete the diagnosis and
support decision making (SDM). By contrast. ML is
a totally different approach. where “rules” and
everything are learned by the machine. or we can say
machine initelligence. More ofien than nol, speaking
of obvious rules is unsuilable. as the forecast is
somchow hidden in the model’'s  non-lincar
restrictions that bend the decision boundaries around
the data, literally. More specific queries using the
search terms laboratory medicine, laboratory tests
and machine learning in cither the title or abstract
identilied 34 papers in Scopus and only three in
PubMed, one of which was a research journal article
[1B]. We suppose that ML methods will become
more broadly used in the analysis of research
Inboratory restrictions. and especially for data that
can be easily grouped and compared across different
groups. The application of ML in laboratory
medicine should be supporied as a means to enhance
research laboratory association and expand the core
skills set of rescarch laboratory specialists, within a
broader process of change and origination (c.g. |15,
19]). We entitlement this for a quantity of reasons.
First. rescarch laboratory are a foremost parl of
loday's healthcare organizations. However. despite
high throughput with low tumaround times. ihe
cupacity to screen data for results of special inlerest
has decreased and few tests ave directly diagnostic
[20]. Second, technical improvements have enabled
the integration of ES capabilitics and software
presentations. including automatic analyzers and
modules of research laboratory information sysiems
[2']. Since this kind of support is usually based on
dichotomons thresholds or rigid niutual exclusion of
data, it can be difficult if not impossible to oblain
precise or personalized results [22], suggesting an
obvious edge for development.
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Third, because patients can now directly access their
rescarch laboratory (est resulis of their investigative
benefactor. there 15 an increasing  demand  for
meaningful, possibly personalized reference limits
and the need to interprel precision asterisks [20], the
conventional signs indicating abnormal or borderline
values. Finally, with the convergence of smartphones
anel innovative biosensors based on microlluidics and
microclectronics. the vision of the lab-on-a-chip
(LOC) and related models for laboratory medicing
has opened opportunities, “in which a smartphone-
enabled portable laboratory is bronght to ihe patient
instead of the patient being brought to the laboratory”™
[23]. In this conlext, apomediation refers (o
progiessive  disintermediation  whereby  traditional
intermediaries. such as healthcare professionals who
give “relevant” information to their patients. are
functionally  replaced by  apomediaries. ic.
network/group/collaborative [fillering processes |24].
ML systems can be scen as new and “smarer”
apomediaries that acl as gap fllers that analyze the
increasing amount of diagnostic data a patient can
access without mediation by a general practitioner or
laboratory specialist. and then refer the patient to a
specialist only in case of likely positive or anomalous
resulis. This can be done by [actoring logether the
diverse phenolypic altribuics of a patienl (ie. in
addition to body mass index [BMI|, age, gender and
ethnicity) or, better vel, of the paticnt’s history of
past basal values associated with a healthy condition,
In this case, the very notion of reference limits would
change, and ML, by leveraging and improving ather
statistical approaches. could help  limit  the
misinterpretation of values outside of reference limits
or of apparcntly normal data but also diagnostic for
some conditions {(c.g. [23]). Furthermorg, some
cnvision an ML-bascd clinical decision support that,
by predicting correlated test resulls and enhancing the
diagnostic value of mullianalyie scts of test results,
could help to reduce redundant laboratory (esting 23]
and, hence. lower healthcare costs. which are
estimated to total %5 billion yearly in the United
States alone [27], Finally. the growing number of
available and affordable types ol diagnostic tests,
different measurement  methods  and  patient
phenotypes (e.g. ethnic subtypes) has produced an
unprecedented complexily of data inlerpretation and
integration  that calls for novel management
technologies. In the following section. we reporl on
research into the polential of ML models 1o address
these challenges in laboratory medicine,

Hoong [4] summarized the potential of Al lechniques
in medicine as lollows:

{a) Provides a rescarch laboratory for the checkup,
association. demonstration und classification of
medical acquaintance.

Harvests new tools 1o support medical decision-
making, training and rescarch.

Parlicipates happenings i medical, compuler.
cognitive and other disciplines,

Propositions o conlent-rich  discipline
[ortheoming scientific medical area

(b)
(c)

(ch) [or
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Many intelligent system have been developed [or
the purpose of enhancing health-care and provide
a betier health carc facilities, reduce cost and etc.
As express by many  studies  [28-33], intelligent
syslem was developed to assist users and  provide
carly dingnosis and prediction to prevent scrious
iliness. Even though the system is equipped with
"human" knowledge, the system will never replace
human ecxpertise a5 human are required (o
frequently monitor and update the system’ s
knowledge, Therefore, the role of medical specialist
and doclors ar¢ important to ensure system validity.

Early studics in intclligent medical system such as
MYCIN, CASNET, PIP and Internisi-l have
shown to out performs manual practice  of
diagnosis in several discase domain [34]. MYCIN
was developed  in the carly 1970s lo diagnose
ceriain antimicrobial infections and  recommends
drug treatment. It has several facilities such as
explanation  facilities, knowledge acquisition
lfacilitics, teaching facilities and system building
[acilities. CASNET {Causal
ASsociationalNETworks) was developed in early
1960s isa general tool for building expert system for
the diagnosis and treatment of diseases[1-2].

CASNET major application was the diagnosis and

recommendation of treatment for glaucoma. PIP
an abbreviaton for Present Illness Program wus

developed in 1970s to simulates the behaviour of an
expert nephrologist in taking the history of the present
illness of a patient with underlying renal disease,
The work on Internist-l in carly 19825 was
concentrated on  the investigation of heuristic
methods for imposing differential diagnostic task
struciures on clinical decision making. Tt was applicd
in dingnoses of internal medicine,

In 1990s. the study in intelligent system was enhanced
to ulilize the system based on current needs. In
several sludics  lwo or more  lechniques were
combined and utilized the function of the svstem (o
ensure system  performance.  ICHT (An Intelligent
Referral System for Primary Child Health Care)
developed to reduce children moriality especially in
rral areas [35].  The system success in catering
common  paediatric complaints, taking into
consideralion the important risk factors such as
weight  menitoring.  immunization. development
milestones and nutritien.  ICHT  utilized expert
syslem in the process of taking the hislory data
from patients.  Other experl system have been
developed such as HERMES (HEpathology Rule-
based Medical Expert System) an experl sysiem
for prognosis of chronic liver diseases |36], Neo-
Duta expert system for clinical trails [37]. SETH
an cxperl svstem for the management on aculc
drug poisoning |38]. PROVANES a Ihybrid expen
system for critical paticnis in Ancsthesiology [39]
and ISS (Inlcractive STD Station) for diagnosis of
sexually transmitied discascs [40].
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Expericnced Based Medical Diagnostics System an
interactive medical diagnostic sysiem is accessible
through the Internet [29]. Case Based Reusoning
(CBR) was cmployed to utilize the specific
knowledge of previously experienced and concrele
problem or cases. The system can be used by palicnis
to diagnose them without having lo make frequent
visit to doctors and as well as medical practitioner (o
extend their knowledge in domain cases (breasl
cancer).

Data mining is an Al technique for discovery of
knowledge in large dalabases. could be used to
collect hidden information for medical purposes
[+1=43]. It could also be coimbined with neural
network for classification of fuzzy pattern of HIV and
AIDS using unsupervised learning [41].  Patienis
status lifc or dead was classified as training and
testing pattern. Data mining was also used to generale
a scatter diagram and a madel of rules slalcment Lo
enhance current rule base systen [42],  Neves et al
[43] developed information system that supports
knowledge discovery and mining in medical
imaging.

Fuzzy logic is another branch of artificial intelligence
techniques. It deals with uncertainty in knowledge
that simulates human reasoning in incomplete or
fuzzy data. Meng [44] applied fuzzy relational

inference in medical diagnosis. It was used
within the medical knowledge based  syslem,
which is referred to as Clinaid. It deals with

diagnostic activity, treatment recommendations and
patient’s administration.

Neural Network (NN) is one of the powerful Al
techniques that has the capability to learn a set of
data and constructs weight matrixes (o represent the
learning patterns. NN is a network of many simple
processors or units [45], It simulates the function of
human brain to perform tasks as human does, As an
cxample. a study on approximation and classification
in medicine with incremenial neural nelwork
shows superior generalization performance
compared with other classilication models [46].
NN  has been employed in varous medical
applications  such  as  coronary  arery  [47],
Mpyocardial Infarction  [48]|, cancer  [49-30],
pneumeonia [51] and brain  disorders  [52). In
Karkanis ot al [30] NN was implemented as a
hybrid with textual description mcthod 1o detect
abnormalities within the same images with high
accuracy.

Partridge et al [53] listed several pofential of NN
over conventional computation and manual analysis:

(1) Implementation using data  instead  of
possibly ill-defined rulcs,

(i1) Noise and novel situations are handled
automatically via data generalization.

(iii) Predictability of [uture indicator volues

based on past data and trend recognition.
(iv) Automated real-time analysis and diagnosis.
(v) Enables rapid identilication and
classification of input data.
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(vi) Eliminates error associaled wilh  humnan

fatigue and habituation,

III CENTRALIZED DATABASES AND
WWwWw

For system using Al techniques. when the number
of patienis is high ihe sysiem will produce more
accurate results compared 1o the system with less
mumber of patients. The patient’s records are
valuable information for the knowledge-based system.
The current patients data would enhance and
strengthen the wvalidity of the system reasoning
[29].

Current enhancements in  information  technology
such as development of informalion superhighway
inevitably encourage many organizations including
povernment o develop  clectronic  medical
information and make it available on the Internet,
The patients can usc the information and monitor
their risk level from their home or office wilhout
having to consult the physician [29]. The Internet
supports two-ways communications berween users
around the world at minimum cost.  In medical,
communication is very important as new information
or new discovery is the key for the future survival
for example [54]. In addition, communications
helps doctors sharing their knowledge or expertise

153].

1V WEB-BASED MEDICAL
DIAGNOSIS AND PREDICTION

The model for Web-Based nedical diagnosis and
prediction consists of four components. (hey are
datubases, prediction module, diagnosis module
and usecr interface. The databascs corsist of
patient’s database and paticnts-discase  database.
Patients database will be used to store patient’s
information such as name, addresses, and others
particulars details.  Patients-disease database stored
all the information about patients and their illness.
The information stored in (he database includes
tvpes of diseases, the treatments and other details
about the test and adminisiering therapy. Patients
information are separated in a different database to
enhance the patients records slorage. so (hat other
departments could use (he records when the
paticins are referred 1o them.  This method could
prevent other depariments or unauthorized users from
accessing the information aboul patient’s diseases and
provide a ceniralized informalion access for the
paticnt’s records.

Prediction module and diagnosis module are two
of the main [features in Web-Based Medical
Diagnosis  and  Prediction Prediciion  module
utilizes neural networks  lechniques to  predict
patients  illness or conditions based on the
previous similar coses
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V APPLICATION OF MACHINE
LEARNING IN MEDICINE

ML hos made great advances in pharma and biotech
efficiency. The following table | shows application of

machine learning in medicine,

Table 1

Correctly diagnosing diseases ‘fakes years of medical training. Even (hen.

diagnostics is often an arduous, time-consuming process. In many fields, the
demand for experts [ar exceeds the available supply. This puts doctors under strain
and often delays life-saving patient diagnostics. ML — particularly Deep Learing
algorithms — have recently made huge advances in automatically diagnosing
diseases, making diagnostics chieaper and more accessible.
Developing drugs is o nolorionsly expensive process. Many of the mnalytical
processes involved in drug development can be made more efficient with Machine
Learning. This has the potential to shave off years of work and hundreds of
millions in investments.

~ Diagnose discases

‘Develop drugs faster

Different patients respond 1o drugs and ireatmeni schedules dilferently, So
personalized (reatment has enormous potential to increase patients’ lifespans. But
it’s very hard to identify which factors should affect the choice of treatment. ML
can automate this complicated statistical work -—and help discover which
characteristics indicate that & patient will have a particular response to a particular
treatment. So the algorithm can predict a patient’s probable response to a particular
treatment, The system learns this by cross-referencing similar paticnts and
comparing their treatiments and oulcomes. Tha resulting onicome predictions make
il much easier Tor doclors o design the ripht treatment plan.
Clustered Regularly Interspaced Short Palindromic Repeats (CRISPR), specifically
the CRISPR-Cas? system for gene editing, is a big leap forward in our ability Lo
edit DNA cost elfectively — and precisely, like a surgeon, This teclmique rclies on
short guide RNAs (sgRNA} 1o target and edit a specific location on the DNA. But
the guide RNA cun fit multiple DNA locations — and that can lcad Lo unintended
sicle effects (off-target effects). The careful selection of guide RNA with the least
dangerous side cffects is a major bottleneck in the application of the CRISPR
svsiem. Machine Learning models have been proven to produce the best results
when il comes to predicting the degree of bolli guide-targel interaciions and ofl-
target cffects for a given sgRNA. This can significantly speed up (he development
of guide RNA for cvery region of human DNA.

“Personalize treptment

" Improve gene cditing

VI CONCLUSION

Al is already helping us more efficiently diagnose
discases. develop drugs. personalize treatments, and
smooth oversce genclic faclor. But this is just the
commencement, The more we digitize and unily' our
medicinal data, the more we can use Al Lo help us find
appreciated patlerns = patterns we ¢an use (o make
precise,  cosl-effective  judgements  in complex
analvtical  processes. ML has the prabable 1o
meaningfully aid medical rehearsal. The futwe for
medicing will be better and better.  The use of
computer and communication (ools can change the
medical  practice into a betler  implementation.
Consolidation in health-care provider will happen
by locusing on cost and later on quality  of
services.  Advancement in technology will Torn
a platform for development o betier  design of
lelemedicing  application, Telephone line and

Internct will be the most important tools in medical
applications. The main  features  in medical
diognosis  and  prediction  using  artificial
intelligence techniques will make the consuliation
to be more interactive,
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ABSTRACT

Appraisal as a lively process produces data, which acts as a performance indicator for an individual and
subsequently inipacts on the decision making of the stakeholder's as well as the individual. The idea proposed in this
paper is lo perform an analysis considering number of parameier s for the derivalion of performance prediction
indicatar's needed for facully performeance appraisal, menitoring and evaluation. The aim is to predict the gqualily,
produciivity and potential of faculty across various disciplines which will enable higher level authorities to take
decisions and understand certain patterns of faculty motivation, satisfaction, growth and decline. The analysis
depends on many factors, encompassing student’s feedback, organizational feedback, institutional support in terms
af finance, administration, research activity etc. The data mining methodology used for exiracting useful palterns
Sfrom the instittional database is able to extraect certain unidentified trends in faculiv performance when assessed

across several paramelers.

Keywords-Data-Mining, Performance, Analysis
T INTRODUCTION

The applications of Data Mining in the field of
higher education can truly be supported with the
findings that typical (ype of data mining queslions
used in the business world has counterpart questions
relevant to higher education |2], The need in higher
education is to mine facully and students data from
various  stakcholders'  perspective  [7]. The
methodology adapted to design the system comprises
of Phase-I - Finding the key parameters needed for
the assessment and evaluation of the faculties [10].
Phasc-I1 — Finding the most appropriate data mining
techniques needed to evaluate the performances with
substantial accuracy and lo derive the indicators,
which help in revising the policies of the institute
and the intellectual stature of the facultics,

II PHASE I - PARAMETER
IDENTIFICATION

The proposed model as shown in Figure — 1 portrays
the framework for faculty performance evaluation
system. Figure 2 lists the model depicling seventy
seven paramelers which have been identilied for
assessing faculty performance. A database consisling
ol [50 (facultics) * 77(parameters)| was subjected to
data mining algorithms for analysis. The laculties
were from Information Technology stream from onc
Institute. Figure — | FPMES -Framework

ITTI TRADITIONALAPPROACH

The Faculty Performance if done wusing the
traditional approach as shown in Figure 3B does not
identify the hidden patierns in their performances
and is not of muchuse to the management as no clear
differentiation  emerges  in the analvsis.  The
traditional approach uses cumulative values of all
parameters  laken  inte  consideration.  This
necessitates using dala mining concepls for the
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performance cvaluation so that hidden trends and
patterns in faculty performance can be unearthed and
can be a benefactor for the management in restoring
potential faculties, encouraging faculty growth,
honoring and awarding facultics.
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Evaluation by
Management
Pammeters

Faculty Profile

Educational qualification

Industry Expericnce

Teaching

Professional
Development

Content Knowledge of the subject
Technical Know — how

Programming skills

Course Design

Appropriate Syllabus Formulation

LCnntinuous course content improvement

Instructional " Syllabus Specific Instructional Delivery (
Delivery Continuous improvement in instructional delivery with
1 improvement in course content
LFnllow casc based approach
Instructional Support of departmental instructional efforts
Relationships

Supporl from students

Course Management

Class control

Guidance to studenis

Class Advisor

Living Advisor

Club Advising

Sunumer and Winter coaching

Student exchange program

One o one monitoring

Course organization

Ycars of teaching

Thesis advising work

Teaching workload

Student achievement based on performance exams and projects
Project supervision of graduate and postgraduale level

Commitment to
Pupils and Pupil
Leaming

The teacher demonstrate commitment to the well-being and
development of all pupils

The teacher is dedicated in his or her effort to tcach and support
pupil learning and achievement

The teacher trends all pupil equality and with respect

The teacher provide an environment for learning that encourage
pupils to be problem solving . decision makers . lifelong leamers
and contributing members of a changing society

Organizing
Prolcssional
Learning

The teacher engage in organizing professional learning and
applies il lo improve his or her feaching praclices

Seeks input from colleagues ., consultants or other appropriate
support staff and cffcctively applies it 1o enhance (caching
priclices

TIdentiflies arcas for professional growth . attend workshops.
appropriate seminar lo respond to change in education/policies
and practices effectively applies infermation to enhance teaching
practices

Participates willingly and effectively in professional learming
study groups and in service progran to enhance skill development
or broaden knowledge

Fig.-25nap-shot of Performance Parameters
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IV PHASE I1 -OUR APPROACH

To evaluate Faculty Performance using Data Mining
Technigques we used PASW Statistics 17.0 to classify
the data [12]. The statistical file was subjected lo
classification using K means algorithm to generite
the clusters and the number of cases identificd in
both the clusters is shown by 1he results in Table 1.

The paticrn recognized was thal cluster 1 contains all
unique values of faculty performance and cluster 2
conlains performance values which are commeon or
oceur more than once in the fcully performance
database. In Table 2 the distance between the two
clusters is moderate as observed from the result and
the pattern which is identificd indicates that for
scement  of  facultics.  performance  dilfers
significantly if assessed across 77 parameters which
is not the case il few performance parmmclers arc
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tuken into consideration. The statistical file was then
subjected to rigorous analysis using Classification
and Regression Tree Algorithm (C&R Tree Figure 4)
which is a tree based classilication and prediction
method that uses recursive partitioning (o split the
training records into segments wilh similar output
ficld values. Figure 3 shows the interaclive free
formation after the C&R tree algorithm was excouled
on that data set. The interactive tree helps classify
tuples as per the parameters taken into consideration,
The Tree Growing Process of C&R tree is as
follows: The basic idea of Tree growing is to choose a
split among all the possible splits at each node so tha
the resulting child nodes arc the “purest”™[1]. In this
algorithm. only univariate splits are considered. That
is, each split depends on the value of anly one
predictor variable. All possible splits consist of
possible splits of cach predictor. 1T X is o nominal
catlegorical variable of T categorics. there are 21-1
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possible splits [or this predictor. If X is an ordinal

categorical or continuous variable with K different

values, there are K - | different split on X. A tree is
grown starting from the root node by rcpeatedly
using Uic lollowing sicps on cachnode,

(a) Step—1: Find cach prediclor's best split. For cach
continnous and ordinal predictor, sor its valucs
from the smallest o the largest. For the sorled
prediclor, go through each value from top io
examine each candidate split point (call it v, if x
Pv, the case gocs to the lefl child node,
otherwise, goes to the right) to determine the
best. The best split point is the one that
maximize the splitting criterion the most when
the node is split according to it. For each

()

(©)

Table 1
Number of ¢ases in each cluster

nominal predictor, examine each possible subsct
of categories (call it A, if xe?A, the case poes Lo
the left child node. otherwise, goes ta the right.)
to find the best split.

Step-2: Find the node's best split. Among the
best splits found in siep 1, choose the one tha
maximizes the splitfting criterion,

Step-3: Split the node using ils best split found
in step 2 il the stopping rules are not salisficd.
The tree has been generated using the expert
model with specific stopping criterion. The
Guing chart in Figure 6 and 7 shows the
performance chart which categorizes the
performance depending on the flag associated
with the variable faculty performance.

Cluster 1
2
Valid
Missing

3.000
47.000
50.000

0.000

Table 2
Distances between Final Cluster Centers
Cluster 1 2
1 222332
2 22.232
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Figure 8 shows the Gains charl depicting [acully acceptance 1o changes in education
mean faculty performance  measured policies 1t was found that newly joined
against  the target field faculty [acultics casily accepted the changes while
performance.  Using  (his  classification the experienced faculties resisted to the
model it was easy to analyze the known same, Otfher data mining models like the
oulcomes like a faculty with experience Scgmentation model can also predict the
performed betier than a novice though unknown outcomes and patierns of culty
while assessing individual cases like performance.
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ABSTRACT

Multinle social networks have become a way to connect with people they know and share their opinions on news and
events with friends, colleagues and relatives ete. With the source of picture and video media, nultiple social networks are
a greal way of passing tine. Some of the most popular social networks include Facebook, Twitter, Instagram, Whatsapp,
Youlube, Snapchat elc. There are number of social network networks to conmect more number of people around the
world. All social network networks different from each other based on various components such as Graphical User
Interface, functionality, features ete. Many users have virtual identities on multiple soctal network networks, It is common
that pcople are users of more than one social network and also their fitends may be registered on multiple social network
networks. User may lagin or sign in to multiple social network sat different timing, so user may not find his friends online
when he logins to the particular soctal netvorking website. To overcome this issue their proposed svstem will bring
together their online friends on mudiiple social networks into a single infegrated environment, This would enable the user
to keep up-to-date with their virtual contacts more easily, as they'll as to pmwdc impraved facility to search for people
across multiple social networks.

Keyweords: Online Social Networks, Identily search, Identity resolution, Privacy, Digilal aclivities. User Identification,
Cross-Media Analysis, Social media net work, Friend relationship. Anonymous identical users.

ITINTRODUCTION (iii) This system uses profile comparison tool to
find out user’s friends who are available on

multiple social networls.

(iv) This system will cvaluate the imporiance of
ficlds in the web profile and develop a profile
comparison tool. These importani ficlds in the
web profile will be used lo search duplicate
users on mulliple social networks.

(v) This system helps many people to connect
with each other,

In this article, they propose a method 1o identily users
based on profile matching. To match profile they
evaluate the imporlance of [ields in the web profile and
develop a profile comparison tool. By using ihis profile
comparison tool user can cusily find out other friends
who are available on multiple social networks. This
sysiem is a web application where user will register
himself and will login to the syslem using his user id
and password. User can view his friends who are online
on multiple social nctworks in a single integrated
cnvironment. User can scarch for [ricnds who arc on s

other social networking networks using  profile MONTHLY USERS
comparison tool. This system will help many people to 14l

connect with each other. The ellecliveness and

efficiency of profile comparison tool is thai it identilics ]

and finds duplicale users on different social networks.

In this article. we proposc a method to identify uscrs o

based on profile matching. To match profile we
cvaluate the importance of ficlds in the web profile and VIR e sefber . FéT Wi, Dty ST e

dmrclop a profile comparison l_c:nl\ By using this pl_*olllc Fig. 1: Users activities in multiple social networlks
comparison lool user can casily find ot other [riends

who are available on multiple social networks. This

sysiem is a web application where user will register

himself and will login o the system using his user id

and password. User can view lis [riends who are online

on multiple social networks in a single integratcd

environment. User can search for [riends who are on

other social networking networks using profile

comparison tool. This system will help many people (o

conncct  with cach other. The cffcctivencss and

clficiency of profile comparison tool is that it identifics

and finds duplicate users on different social nctworks.

(a) Features
(i) Uscr can sec his friends who arc online on
other social neiworking networks in a single
inlegrated environment,
(i1) This svstem allows [nding user who is
registered on mulliple social networks.
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I STUDY AREA

Many people use more than one social network.
They create accounts for sharing both private and
public information. This information is digital
footprints that can be used to identify the owners.
To identify the account identities. it is necessary to
gather user information regarding their online
bchaviours. In this paper. the architecture for
matching accounts across multiple social
networking networks was proposed. Il is designed
for extensibility and configurability so that, given
an accounl of a user on a social networking
networks, it can be used to find other accounts
belonging to the same user on any social
networking networks. The system collects account
information, such as uscrname, friends, and
interests from accounts on  mulliple social
networking networks. User may login to different
social networking networks al differcnt timing. so
user may not find his fricnds onling when he
logins lo the particular social networking website.

il METHODOLOGY

To approach the earlier mentioned problems, one
has to first identify users scross multiple social
networks, Our methodology for identifving users
across mulliple social networks is based on unique
behavioural patterns that individuals exhibit on
social media, Our methodology has direct roots in
behavioural (heories in sociology and psychology.
These behaviouwrs are <ue the environment,
personalily, or even human limitations of the
individuals in the content and link individuals
generate on social media. Our methodology
performs [eature discovery (o capiure (races (hat
these behaviours leave in social media for user
identification. Belore introducing our
methodology, we discuss the types of information
that can help us identily users across nehworks,
Network structure and friendship information is
known to carry information that could prove useful
in many tasks. such as link and aitribute prediction,
spam detection, Behavioural analysis and group
behaviour, Recent studies have indicated that link-
based Methods outperform many other lechniques
on various tasks.

(a) Definitions
(i) User identity: A user identity of a uscr on
a social network is composed of three
dimensions of altributes Profile, Content
and Network. Profile is describes such as
username.  name.  age.  location,  cle.
Content is describes the conlent creales or

is shared by unser such as lext. time of

post. clc.. and Network is describes the
network. which user creates lo connect to
{his users such as number of [ricnds. A

I803

real-world user is denoted by I and his
user identity on a social nctwork SNy is
denoted by Ly

(ii) Problem Definition: Given an identity I,
of user 1 on social network SN,. and his
correct identity 1;; on social network SNy:

L= {Is}

The process of user identification in social
networks follows two sub-processes user identity
search and wser identity matching. User identity
scarch process is a sel of uscr idenlitics on SN,
which are similar to given idenlily 1, and belong (o
user 1. User identity matching process then
calculates the similarity score between [, and every
user identity retumed by user identity search
process, on certain meirics. User identities are then
ranked on the basis of similarity score. and the user
identity with highest match-score is returned as I,
User Ldentity Search: For a user 1. given his
identity [, on social network SNy and a search
parameter S, and a set of idenlities Iy on social
network SNp such that
S (1a) =5 (Ipp.

{Ls, S}={Tppseeeslpjescnnes Iunc}

Any search method takes a source and a set of
search parameters as input and reirieves a setof
user iteins which hold similar values for the scarch
parameters, For a user identity search algorithm,
source can be given identity I, and search
parameters can be I, attributes delined on her three
identity dimensions namely profile. content, and
network, Identity Search Dby profile implies
scarching for user identities on SNy by profile
aliributes as search parameters extracted from I
The user identitics Ig; returned are similar to I in
terms of profile allribules as usemame, name,
gender. school, education, ete. Tdentity Scarch by
content implies searching for user identitics on SNy
with content aftributes of [, as scarch parameters,
The user identities 1, returned are similar to [ in
lerms of confent creation, URLs posted, platform
used for content creation, timestamp, elc. Identity
Search by network implies searching for user
identitics on SNp by network attributes of 1, as
search parnmeters. The user identities ly are
similar to I it terms of friends, network in-degree,
network oul-degree, clc.

(iii) User Llentity Matching: Given a user

identity I of user Ion social network SN,
a sel ol user identities:
Q = [Illhnu ‘lljvrw]ll.\'}
On social network SNy and a match function M,
locate an identity pair (I,: In) such that
M (I‘_\, lu|) = Max {I\/[ (I,\, l“[]q.“‘ il (L\-,lu{\‘”
Ig, with highest match score is inferred as I,
{Ly, Q. M}=11y, lu}}_’lu

ISSN: 2278-4187
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IV RESULTS AND DISCUSSION

Nowadays, morc and more people have their
virtual identitics on the multiple social networks. It
is common that people arc users of more than onc
social network and also their [riends may be
registered on multiple web networks. A facility 1o
aggregate our online friends into a single intcgrated
environment would enable the user to keep up-lo-
datc with their viriual contacts more casily, as well
as to provide improved facility to search for people
across mulliple social nctworks,

In this article. we propose a method to identify
users based on profile matching. To maich prolile
we evaluale (he importance of fields in the web
profile and develop a profile comparison tecl. By
using this profile comparison lool user can easily
[ind oul other [riends who are available on multiple
social networks. This system is a web applicalion
where user will register himsell and will login lo
the sysiem using his user id and password. User
can view his [riends who are online on muliiple
social networks in a single inlegrated environment.
User can search for [riends who are on other social
networking networks using profile comparison
tool. This system will help many people to connect
with each other. The effectiveness and efficiency
of profile comparison tool is that it identifics and
finds duplicale users on different social nelworks.

V CONCLUSION

This system will be useful for user who use social
networking neclworks and likes tw use multiple
social networks. In this article. we have provided
empirical evidence on he existence of a mapping
between identities of individuals across the social
media networks and studied (e possibility of
identifying users across multiple social networks,
Both link and content information were used (o
identify individuals. In the link section. we found
that when an individual is present on both
networks, there are nol relationships between the
numbers of friends that the individual has on each
network,

It was also shown that when the same individual
had some friends shared across (he two networks.
no correlations were observed regarding what
percentage of fricnds on cach network was shared?
Furthermore. we found that the target-node is not
very likely to be connected to the crossed-over
friends of the base node. and even in the cases that
it is found lo be connected, it is challenging to
identify it among all connecled nodes. These
findings and evaluation results of the proposed
methed  show  that  counter-intuilively.  link
information is not sufficient (o identily individueals
across social media nelworks. However. content
information and in particular usernames can be
used quite successlully to identili corresponding
userngames on various nctworks. We demonstrated
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ABSTRACT

The purpase of this paper is to drive a solution of certain integral equation whose kernel involves Generalized
Hermite Polynomial. We believe that our result is unify in nature and maiy resulis can be obtained hy considering
suitable parameters involved in Generalized Hermite Polvnomial. For the purpose of llustration we mentioned a
special case brieflv by choosing suitable parameters invalved in Generalized Hermite Polynomial.

Keyword: Generalized Hermite Polynomial, Mellin Transform. Convolution Theorem, Fox-H function.
I'INTRODUCTION

f@) = (=D"x"

x(0.0)(=n1/2)(-n1)
( —2n,1)(-n.1)

Many boundary value problems reduced 1o the
problem of solving integral equations whose kernel
involves many well known classical polynomials like
those of Hermite, Laguerre, Bessal. Legendre, Jacobi
elc. During the recent past atlempts have been made
lo gencralize ond unify these classical polynomials

(8]
xf2H 0
0

with the help of Rodrigue’s formulae. To mention n
Goued Hopper [8] gave a generalization of Hermite d
polynomials by formulae. X — g (y)
r r dy
i - thy 1 a —pPX
Hf, (x,a,p)z(—l)'?x 2ab¥ pf [x e P :I L
(1.n HI SOLUTION

and we have used

2 2 To Prove the Theorem we make use of Mellin

HE(LO.])=(_1)HBA ol P
I

Transform and discuss case 77 =0, p = 0

(r=2,p=1inour case)
(L.2) By the convolution theorem for Mellin Transform

2.1) reduces
where Dziand #,a, and p are parameters, for (.20 “Ci D " i
dx k(s)f (s)=g (5)
suitable value of » @, andp (1.1) reduced to G.1)
modified Hermite, modified Laguerre and meodified ‘
Bessel polynomials, In view of these generalizations
it is worlh considering integral equations involving

Where & (_q),f* (J)_&r‘ (+) are respective Mellin

HE .1:,(),1) as kemel and such we prove (he

following theorem.
Il THEOREM

If {is an unknown funclion satisfving the integral
cquation.

i /
g(x)=[k(x1y) rorL x=0
0 AL

(2.1)

2
Where £{x) =¢ % .NE (-\'. 0, l)
and g is a prescribed function then fis given by
For r=2 p=|

Transform of & (t) S (t) 3 g(r) and by Sneddon

o

f(?)'f fnx’ d‘f=ﬁff[.7“(X),-?] (3.2)

When » :-() and p = 0, Applying Mellin Transform
of cquation (3.1) and use the result of Erdelyi

_.2
A-*(.v)=(w|)”.e\af[!3” (e o ):s:l [9]. we get

- - @

Where .
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Rets) =n. where Re(a)=10
Re(w)y=n=Re(a), where Re(a)=0
We write equation (3.1) in the forim
*

£ (9)
=—

k (8)
replacing & by § — M+ d where a =0

#*
I

I (s=n)==D"L @] (

|—| 0

(3.4)
Where
& §—n
L{¥)=p———
I.s‘ k (s - H)
(3.5)
Then from (3.3) and (3.3)
+ 2e=2nls=n
L(s)= AL R (3.6)
=—|5—2n
|.s' |s —-n
2

By use of definition of H function. We pget the inverse
transform L(x) of L'(s) as

-3 )

(3.7

2, H ;
Where H ,ﬁ,j{ are Fox's H lunctions defined by [5].

And now laking Mcllin Transform on both sides of
(3.4), using convolution theorem and result of Mellin
Transform, We get

e l:f*(.\' - n):|
—(—U”?L{'\—"J[ {{ n”r.l:g (s- H)H i
0 WV § =41
o a]
= ey = (1) [)(d] dy
BRI (b {(J)}

3 o i '
1= ) (ST o 2

y

Hence using (3.7)

. 18]

1893

J(x)= (—1)}7 X"
g H2,0{51(0,1)(~n,1/2)(-n,1)]
y “

0 3,2 n(—zn,l)(—fi,])

L] L)

by

Thus we have prove the following thcorem —If [ is
unknown function satisfying (2.1), where g is some
known function then [ is given by (3.8) according
r=0.

(3.8)
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ABSTRACT

The aim of this paper Is to solve a dual integral equation by changing it into an integral equation by use of mellin
transform whose kernel involves Generalized [ermite Polynomial with suitable parameter, We believe that there
are some more possible way to reduce such dual integral equations using different transform like those of fenkel,
Fourier efe. For the sake of example we choose a dual integral equation of certain type and obtained an infegrai
equalion by use of fractienal aperator and mellin transform.

Kepwards: Generalized Hermite Polynomial: Mellin Transform: Fractional operators: Fox-H function.

I INTRODUCTION (.1
) ; _ Lix)y=H}!| x 1 1
Dual integral cquations are often encountercd in AN | 1== (g —m o
different branches of mathematical physics. In the !
solution of certain mixed boundary value problem of and
mathematical physics, it is worth converting the dual Hx)=h{x).0= x =1
integral equation into an integral equation. In the , pxin
present paper, we ry to solve the certain type of dual Hx) = —~————r
integral  equations. whose kemel involves (—(a —a ))
. . 3 B 2 I
Generalized Hermite Polvnomial. by converting them -
into intcgral equations. Many atlempts have already f
been made in the past to solve such problems, The S H] P
iy L 3 ; >:I (v -xN) R g () vl s x o
following integral representation is basic tool for our o 2
illusiration,

% , _ III MATHEMATICAL PRELIMINARY
ju k e,y AGi) e =2 (x); 05 x51

To prove the theorems we shall usc Mellin

(1.1) .[n ky (vt} AG e =0 (x), x>] transformer  and  {ractional inlcgral  operator,

(12 i W——

ki & ks are kernels defind over x-u plane. L @)=MLf(x)s] =J._/(-\‘)-“‘_l dx (3.1
r AP W o -

H, (v, a. py=(=1) ™ D'[Fe® 1D i When s = o +ir is a complex variable.

The inverse melling transform [(x) of [(s) is given by

M =S == [ erds (D)
T Bt

a.r, poparameler,

II THEOREM
By convalution theorem for mellin fransform
IT [ is unknown function satisfying the dual integral ", NPT N .
equation. M| M.rl})f(_v)—-l-;-,a =k"(s) /" (s)

9 a A r
J-l.'l ('\:I | __V ) ¢ H " ('t

@ hs - . .
};u.l)f(_v}% =h(x), 0=x=1 L k(-\'ly),f(y)%vm\-f '[1\' (£)./ (-»‘):.\-]

1 ; .. .
@.1) =5};—-’_~L k(s) F (s)x el
i PR o vk (3.3)  When L is suitable contour,
_L x|y €47 ['1:1(x|.“’-”:sn.f(“)T;g(x):lix‘:m Fractional integral operator
g cprE=A=l
i forow(x)) = 'H——J" (= ) e ) dv
(2.2) When h and g are prescribed finction and )T"_H
a,.a, and r are paramelers. then / is giving by

: L, Al
Jo == [ x| ™= (3.4
I L Ao |
I 0 =xly e G e

]

ry

Where Rice: forw(x) =

(er)
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(3.3)
IVSOLUTION

Now taking
(x) =x" ¢  H' (xa:1),i=1,2
Then from Erdce_vi [10] We gel

)— (.5' n+a,)

kTis)= _i=12

r )S—H

+.1)
Hence by use at (3.3),(2.1) & (2.2) can be wrilten as

F )[l(\ -1+ nrJ
: I aded () el
2rwi-t is—”

=/(x), 0= x=1

i.'. \-H“l'n'.r

2!".1?[ _5—”

+.2)

f' (s)x*dy

=g(x)lsx<mw
(4.3) Now operating a (+.2) by the operator (3.5) we

get
)— ( (s—n+ n,]

(s x s
)(-f»‘-n) a

J'\‘" (v —xr )u-‘l e fmrwer=l g(b‘]d\’
-

Now putting v =‘:

o
@ 2raid

l B-ratr- ls;'('l-']d'lf‘

¥

and simplifying we get

, Jr { (5— n+n,] ¥
2rmit )s-—n .jj

T |
L(l—r}‘" 5T dr ()
:i?\:ﬂ j.m(v. _ \:r)uulv-ﬂ-.au-l E[V}l{"’
)f;. x '
(+.4

)(F\) ( l (s—nm+a, )
¥
= Zi'm'L ).'.-—n

)G(;Hs-)] Jor

e —-—-_f' (s)els

[a b ]/3' +l‘v)
r r

=

- LJ. B O Lt PPV Y

() \—H+{l.

"J —“ s—J
“j(ﬂ*‘-’*’)
g bl = oy F¥(s)ds

_)(rx -I-lﬁ+—] S]
o

N _
_ %I ' —x )n—l ‘lJ-'u"““r_]g(‘I-']d!'
x

In cquation (+.4), we put f# =—n+ea and

1
o =—(a, —a,), sothat (4.4) Changes (o
r

]
R ).5'—” -

rmi

%(5‘-—-” +a,)
X L % [ (s)ds

)ﬂl Lk 41‘—-11 + £,1J+.l.¢
r r

=il

rx

[i (e, — 1, \)J
3

(o

j' (‘l:' —xM e wr—lgu,)th, |=x=o

)(-5) )(l(»s—rr+fr.)
=)

P —

}[l (e, —qy )]
’

| g s 1J

X ,]" (5)ely

AL

Sl ey | £ xs @

[ o =¥y

(-.5)
Now we wrile

f(x)=h(x), O=x=l
and 7(x) = A
|
(}-I(cr,_—.:f, EJ
==y =1
:<J- “; = ‘ \)l }‘H_H}"I-lg(‘,) d“._l ..;' e
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(<h.6) Now [tom (4.2), (4.3). (4.6) we gel

(5} )[1(:&'—” | u'J
i

5(5 —n)

¥ [T (s)ds =1(x)

4.7
Again using (3.3), (4.1) & (4.6) becomes

[ kixl Y iy 025 <o
."

(4.8)

When k (x)= x® el s asl)

Thus pair i dual intcgral equation (1.1) &(1.2) we
have been reduced to single integral equation (4.8).
Hence by mellin transform (4.8) can be wrilten as -

K@ @=1")

(+.9)
)? [1(5'—:0 +a,J
j i

Where A'I' (¥)=

(s=n)
and T7(s) is the mellin transforin of 1(x).
Now
F=L (7 (5
(. 1)
Where

. I
L 5):__
t' ko(5)
i“i—H‘

)_n.{:') : (s—1+a)

By usc of definitien of H — [unclion. we get the
inverse transform L{x) at L {3) as

{(n.1)

¥ (1.1)((1—1 (n,_“)],l]
r r
@11

Taking inverse mellin transform of (4.10)

Je= [ Lxn 10

Lix)y= HY|

Hence using (4.11) we get
(1, 1)

1 e X v

)= P (1) —

[(x) % J‘u 2 (Ll)((l—}l (e —Ir)),l] (1) ¥
: 7

Wihen 1 (v) is given by (4.6).
Henee proved the thearem.
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ABSTRACT

ivestors are ahvays on the lookout for the stocks which could deliver multiple returns in the long run. dApart fram
the Tuge returns in lerms of stock price there ts additional benefit in terms of lower lax onigo as long lerm capital
gains tax iy ahvavs leveer than short term gains fax. In addition investors have to monifor only few companies in
fers of perforinance and need not change the stocks frequently and look for short term gains. With few potential
wealth mudtipliers tn portfolio imestor has {o only monitor the contimation of has good future prospects. The
preseni studv is an attempt to establish relation of the dependent variable (share price) with independent variable
furonetl i carnings per share for minimun three years), so as {o predict the share price in relation to growll in
carnings. Larnings Per Share (EPS) is the most imporiant paraimeter becaunse it divectly tells us as to how much we
pav in lerms of share price and how much compeany earns in terms of Net Profit per year. This paper alfempls fo
provide empirical evidence on how growth m EPS and PE ratio over a mininnan three year period affect the
share price movement.

Kepwords: Earnings Per Share, PE ratio, CAGR. Multibagger

I INTRODUCTION Ansotcgui and Estcban (2002) cstablished a long
term relationship between ihe Spanish stock market

There is a strong theory that stock price movemenis and itsfundamentals.

are random in nature. If the stock prices do not fellow In the year 2008, Chang, Hsu-Ling, Yahn-Shir Chen,
the trend ofrandom walk, then one possibility is that Chi-w&i Su, and Ya-Wen Chang from Taiwan found
stock prices l"ullDI\\-'cd mean-Teversion process. ']n that that a relationship does exist between EPS and share
case the share price movement’s shouldbe predictable price but very feeble. Study was performed on
from the changes in firm fundamental values. Taiwan Panel Data. The empirical result indicated

that the relationship existed between stock prices and
EPS in the long-run. Furthermore, it was found that
lor the firm with a high level of growth rate, EPS has
less power in explaining the stock prices however, for
the firm with a low level of growth mate: EPS has a
strong impact in stock prices,

Reasonably pood research is available on finding

relation between one vear EPS and share price but

too little for extended times. I needs more siudy,

Consistent growth in boltom-line should be the ideal

cise for multiple retumns [rom share price. India being

in cmerging economy. the stock market is on the

radar of domeslic as well as foreign investors who e

poured in staggering L8 lac crores since the year 1991 111 OBJECTIVES

when huge reforms were carricd ont.

(a) Study the share price performance of the
companicsin terms of EPS growth and PE
expansion for minimun three years in a row.

() To analvse the bearing of EPS growth and PE
cxpansion growth on share price movement.,

Merely (he thought of mega returns has always
peneraled considerable interest among investorsbe it
retail or an instituion domestic as well  as
foreign,Oficn markets are filled with rmumors and
share price exhibits volatility, Unfortunately not
much rescarch has been carried out in this field and
maore study is required.

IV RESEARCH DESIGN

II LITERATURE REVIEW (a) Sample Design
Introduction: There are lotal 5137listed entities on
The Dividend vield (dividend to sharc price) (Fama BSE. O thesc 4713 slocks are listed for equity
and French.  1988) and  comings-lo-price  ratio capital, Out of the 6365 companics are suspended for
(Campell and Shiller, 1988) contributed significantly trading of their shares. Stocks listed on BSE uare
to the explanation of long-lerm stock price varis‘ion. calegorized into various groups like A-Group, B-

Group, Z-Group and T-Group. Window for our

analysis has been conlined (o only mid cap shares. as

this category comprises of companies which have

patential to deliver EPS with consist growth.These

company stocks were mideap at ihe time of starl of

reporiing consisteutly rising EPS. Many ol ihese
1902

Kent Hickman smd Glenn H, Petry (1990) concluded
that the predictions of ihe academically popular
dividend discount models are far inferior (o the court
and price/earnings regression maodels
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stocks arc still mideap and few turned into large caps.
Also, we included dilferent market sectors so as lo
cover the whole economy of the country. like NBFC
(Non-Banking Finance Company), Consumer goods.
Texlile,  Automobile, Information  technology,
Leather, FMCG (Fast Moving Consumer Goods).
Packaging, Pharmaceuticals, Finance, Chemical.
Tiles etc. Afler screening the stocks we could finalise
on 37 slocks. From this population, the stocks have
been selected based on the availability of the data.for
the purposc of the present study sample of 13
companies has been taken into consideration.

There are two stock exchanges actively being
operated al national level — Bombay Stock Exchange
(BSE) and National Stock Exchange (NSE). both arc
located at Mumbai. Almost entire company stocks
listed on NSE is also listed on BSE, Thus. BSE
stocks represent the whole universe/population, All
the stocks listed on BSEarc the Universe or
Population for the subject study.

Paramelers to be studied:

EPS (Earnings per Share) — High Earnings per Share
means high level of net profits delivered by the
company. Since investors invest for [aster rale of
returns. higher EPS is always rewarded with high
price by investors.

PE ratio — PE ratio is a ratio of current ruling share
price divided by the EPS (Eurnings Per Share) for the
latest completed financial year. In a simple way il
indicates the number of year it would take to recover
(he price paid assuming that the EPS does not grows,

PE ratio being price paid for given eamings indicales
that higher the ratio higher the conflidence of
investors in future prospects of the company. Thus il
is partly derived from past performance which has
already been caplured in EPS growth.

Consistently healthy EPS growth makes the investors
confident of its [ulure prospecis.

In this study data has been considered for minimum
three years, Three years duration has been considered
to rule out (he inconsistent players.

Technique used for siudying the three years dala:
CAGR (Compounded Annual Growth Rate)
Mathematically, it can be represented as

CAGR = Compounded Annual Growth Rate = (Final
amount / Initial amount)»*™

Where, n = Number of vears

This has been derived from Compound Interest
formula

e A=P(1+r/ 100"

Where.

A = Final Amount

P = Starting or Principal Amount

R = Rate of Titerest

N = Number of periods (mostly years)

V ANALYSIS & INTERPRETATION

CAGR (Compound Annual Growth Rate) is very a
uscful measure of measuring growth over multiple
time periods generally vears. It can be considered as
the growlh rate that multiplies the initial investment
amount to the final investment amount assuming that
the investment has been compounding over the lime
period under consideration,

In other words CAGR is that geometric progression
ralio that provides a fixed rate of return over the time
period.

Analysis of EPS and PE ratio CAGR for minimum
three years aficr posting a consistenily rising EPS,
All the data has been adjusted whercin the company
if issued Bonus shares or stock split.

Sr | Compauy Period Mo, of | EPS P yatio share Price

Mo vears CAGRE (%) | CAGR (%) CAGR (%)

1 Amara Raja Batteries FY13-16 [ 3 19.52% 23.92% 48.11%

2 Aurobinde Pharma FY13-18 |3 29.41% 10.63% 43.21%

3 Bajaj Finance FYI10-19 9 42 85% 13.10% 61.56%

4 Control Print FYI2-15 3 27.43% 40.34% 78.83%

Gurwuare Technical

5 Fibres FYi2-19 |7 27.04% 24.48% 58.13%

0 Divi's Laboratories FYI1=-16 5 20 46% 2.78% 23.82%

8 | Greenply Industries | FY11-18 | 7 25 48% 4.55% | 31.19%

b Indusind Bank IFYl12-18 6 23.22% 10.71% 364 1%
| 10 Kujuria Ceramics FY11-17 6 26.60% 24 8% 58 04%

11 [ PIindustries | FYI3-17 |4 44 83% 10.69%: 0l 32%

12| Tata Elxsi FY14-19 | 5 31.02% -1.25% 28 03%)

13 VIP Industries | FY15-19 |4 27.94% 1<) 04 Aol
| Average 533 28.90% 14.82% 47.80%

1903
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(1) Interpretation

(i) Average EPS CAGR is placed at 28.90%.

(ii) Average PE ralio CAGR is placed at
14.82%,

(iii) Except for Tata Elxsi all the companies have
reported positive PE ratio CAGR. This
company s quile  dependent on group
company Tata Moters which is not doing
well from pretly long lime.

(iv) Excluding Talta Elxsi average PE ralio
CAGR would have been 16.37%

(v) Average share pricc CAGR is 47.80%

(vi) In case of Amara Raja Ratleries and Control
Print, PE ratio has much higher contribution
than EPS growth which was later correcied
when the investor hopes shattered and share
price declined due to lower EPS figures in
subsequent years.

(vii)In case of Bajaj Finance. Divi’s Lab and
Greenply Industries investors PE expansion
is low as they alrcady arc ruling at high PE
rtio.

(viii) Higher the duration of consistent growth,
higher the share price gains. This is amply
indicated by Bajaj Finance, Ganware
Technical Fibres, Kajada Ceramics and
Aurobindo Pharma.

(ix) Average CAGR share price increase is very
high at 47.80% that means doubling of
money in one year and 10 months only. As
much as 2/3" of this rise is explained by the
financial performance and rest  through
expansion in PE ratio

VI FINDINGS/ CONCLUSION

Based on the tabulated dala (here is conclusive
evidence that the share price rises rapidly when most
of the below mentioned crileria is met.

(1) Minimumn three vears EPS growth is posifive and
upward of 23% yearly growth

EPS growth adds double the conuribution of PE
ratio in explaining the multiple returns in terms
of share price.

PE does expand rapidly when (he company starts
delivering [ast growth in Earnings Per Share. Bul
investors are not willing to expand the PE further
once the earmings growth stabilizes.

[t is not the financial performance alone which
explains the rise in share price, Expansion in PE
plavs a very significant role.

Wide variation in expansion in PE indicates that
past good performance explains only partly in
investor confidence (PE ratio). Other [actors can
be managzment. seclor prospects eic.

(0 Dividend can have crucial contribntion in PE
expiansion. Needs [urther study.

The parameters (or most of the companics arc
near 1o average which indicates that there is no
sector specific bias for investor confidence.

(b)

(c)

(c)

(e)

(g)
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ABSTRACT

The process of sentiment analysis is a task of detecting, extracting and classifving sentimenis expressed in texis. It
inchides the understanding of the meaning of words within the text through natural language processing rules using
dependency based parse trees, using grammatical relations among words to maodel a sentence, and hence to
determine words that are affected by negation, This paper presents a framework jor identifving. Caleulating and
representing the presence of negation i textual data wsing dependency parsers. It includes a list of rules for
negative polarity identification and calculation. These negation rules are designed to improve sentiment analysis.
This paper is a demonstration of en approach for identifving the scope of negation in a review and its caleulation

Sor the Amazon product- Kindle daraset,

Kepwords: Negation Identification, Negation Caleulation, Sentiment Analysis, Dependency Parsing

I'INTRODUCTION

The aim of sentiment analysis is to find out the
positive and negative feelings written in a text, but it
contain negations that are very frequently used in text
that completely change the polarity of waords.
Negation identification and detecting ils scope within
a sentence (text) are necessary in finding out the
sentiments from a piece of text. Proper addressing of
negalion identification is an important aspect of
sentiment analysis.. Negation identification is a
difficult task and its complexity increases, since
negation words such as not, nor etc, (syntactic
negation) are not the only criterion for negation
calculation. The linguistic patterns - prefixes (e.g..n-,
dis-, etc.) or suffixes (e.g.. -less) also introduce the
context of negation in textual data . Similarly, waord
intensifiers and diminishers  (contextual  valence
shifier) also change the polarity of sentiments, These
valence shifiers do not only flip the polarity but also
increase or decrease the degree to which a
sentimental lerm is positive or negative [2].

On the other hand, negation does not mean to handle
only “not’, There arc words and clauses like; no, not,
n't, no way. without, nowhere, never, no longer, by
no means, no more, by no imeans, at no time, ete. [2]
which also inverls the meaning of a sentence.. This
paper is an effort towards finding a method to handle
the syntactic negation for sentiment analysis by not
only using the senliment and ils intensity for words
but also using the dependencies of these words and
their relation within the sentences and  sentence
structure,

The negation in a text is assessed with the help of
diminishes.. intensifiers and negation terms during
the process of sentiment analysis.

The paper is structured as follows:  Section I
presents the related work in the area of sentiment
analysis.  Scction I Describes  the  proposed
framewark [or sentiment analysis, and the existing
resources used to generate dependencies. Section IV
presents an application for negation handling in
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sentiment analysis. It also explams the basic
techniques used in this framework for handling
negation. Section V involves an analysis of the
technique.

IT RELATED WORK

Maost researchers in the field of opinion mining have
used the lexicons and lists of words, with word as
basic unit of expression of emotions in any language.
Lexicon based negation ie., negation intraduced by
suflfix and/or prefix is easily handled with the help of
a pood lexical resource, ie., dictionary, ontology,
database etc.

However, more emphasis on opinion analysis should
be on how these words are joined and correlated with
other words to give specific meanings in any
language. This interrelationship of words muokes up
sentences, which is why it is important to emphasis
on finding the scope of negation, diminshers or
intensifiers. Syntactic and semantic differences make
it difficult to interpret the intensity of polarity. When
caleulating the value of intensity of any sentence,
there are always modifiers, which not only change
the polarity of other words in the sentence but also
affect its intensity. It is also difficult to identify

which part of a clause a negation is changing in a

sentence. The different methods used for negation

identification and how they affect sentiment analysis
of text are discussed below,

(a) Bag of Words- Bag of words (BOW) is a
technique where each word in a document is
represented by a separate variable numeric value
or weight. It is the most widely used technique
for sentiment analysis where negation in a
sentence reverses the meanings of the sentence,
Words like "not”, “never”, “no”, ete., serve lo
reverse sentence meaning. Limitation of this
method is that it is based on the list of words,
and Tists in ony language can are very vasl,

ISSN: 2278-4187
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(b) Contextual Yalence Shifter-Contextual
Valence Shifters or maodifiers are words, which
changes, boosts, enhances and diminishes the
meaning. Many researchers have shifted their
research on sentiment analysis from BOW to
Parts  of Speech  (POS)  especially  Verbs,
Adjectives and Adverbs. Polarity is associated
with every word. However, lots of modifiers are
still needed to change or modify the valance
associated with words, Negatives, intensifiers or
diminishers are examples of conlextual shifter,
For example :

Negatives: The battery is good versus the battery 18
not good.

Intensifier; The charger 15 working well versus the
charger is working very well,
Diminishers: It starts versus it hardly starts.

There 15 a need for relationship finder 1o define the
scope of negation terms Researchers have tried to
define the scope by defining lists ol verbs, adjectives
and adverbs and defining their relationships for
sentiment analysis [6]. Lists of positive and negative
terms and a set of lists for moditiers define the scope
al” these madiliers as n- terms before and afier

positive or negative terms, although this n remained a

constant.

(c) Semantic Relations- Semantic relations refer to
the relationship between concepts or meanings
for cxample antonym, synonym, homonym ete.
It is evident from existing rescarch that semantic
relationship 15 also  used for  negation
wdentification. It s clear that atomic words,
which can provide a misleading polarity for
sentences as words can be modified (weakened,
strengthened, or reversed) based on lexicons.
The use of linguistic structure of sentence for
sentiment analysis was proposed in [92], where
the polarity of a sentence is dependent upon the
puolaritics ol its parts: noun phrases (NP). verb
phrases (VP) and individual parts of speech.
Negation is  handled by deflining  different
intensitics of negation words. In other words, the
negation of words can change the polarity of an
entire sentence or only parts of it [7].

Dependency Analysis on the semantic verb frames of
cach sentence, and apply a set of rules to each
dependeney relation 1o caleulate the  contextual
valence of the whole sentence. A two phase process
was proposed in 3] as another way ol compositional

I FRAMEWORK FOR SENTIMENT
ANALYSIS

This section introduces a [ramework for sentiment
analysis and explaing how it is handling negation
identilication, scope of negation and caleulation of
senliment on sentence level, The frmmework uses a
combined approach o lexical and synlactic resources
for  sentiment  analysis.Our  system use  the
dependency parsing by the Stanlord Parser, described
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semantics, In the first phrasc they identify the
polurity of words where all the words are classified
on the basis of the level of their strength in terms of
the scope in the sentence and in the second phase
inference rules are used, which identify the polarity
maodification [cature.

{d) Relations and Dependency Based- The
grammalical relationships between the words
within a sentence and syntactic dependencies
help in extraction of textual relations. For
context aware approach for sentiment analysis
where the sentiment is evaluated towards a target
entity or an event, The scope of words is defined
by the clauses or phrases (noun phrase, verb
phrase) in the sentence. The sentiment of
sentences is understood by the heuristic rules
defined to join the clauses. Simple tree based
rules can identifying the dependent terms and
later use some parts of speech based tools to
understand the sentimental behavior of negation
[2].

Analysis of Negation- For the sentence level
senfimenl analysis clauses and phrases are
required to be understood. They are further
divided into sentences and into different types of
sentences (simple, complex and compound). The
sentence is made more complicated by adding
declarative,  interrogative, exclamatory and
imperalive  senlences. In order to  further
complicate the problem as the comparison,
contradiction, negation and irony and sarcasm
might also be introduced in the sentences.
Negation needs to identify its scope. Negation
can be local (e.g., not good), or it can involve far
distance dependencies (e.g., does not look very
good) or the negation of the subject (e.g., no one
thinks that it’s good), It can also change its roles
i.e., instead of negating and it can also intensily
(e.g., not only goed but amazing). In order to
find out the scope of the negation, the sequence
of words in the sentence should also be
identified, On the whole, it is not only the
negation of a word but the nepgation of the
sentence.

(e)

The expression of negation within a sentence can be a
verb, adverb, suffix or prefix. It might also occur
more than once in a sentence and rather than
cancelling cach other it can give negative meaning,
the following  section  explains  the proposed
framework,

in[9].The output consists in a sentiment score in [1,
0, -1] for positive, neutral and negative reviews. In
order to  enhance the accuracy of sentiment
evaluation, the text analysis process includes several
pre- provessing phascs like tokenization, Parts of
Speech tagging, lemmatization and reduction,

Its main components are brielly deseribed in Sections
(@) through (c).

The framework is presented i Figure 1 as shown
below.

ISSN: 2278-4187
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Pre-processing

!

Parsing

v

Negation Handling

Duomain Specific

Alfinity List

Polarity
Calculation Rules

Fig.1 Framework for Sentiment Analysis

Its main components are briefly described in
Scctions (u) through ().

(a)

(b)

(©)

Pre-processor- The pre-processing phase of the
system takes text as input and arranges all the
data in required format. It splits data into
sentences. Filter all sentences not containing
negation  friggers  and  extracts  sentences
conlaining negation triggers into a file and
provides them to the  syntactic parser.
Syntactic Parser- The Parts of Speech tagger
(POS) tags each word in the sentence. The
name entities and phrases involved in a
senicnce arc also identified in syntactie parsing.
The Stanford dependency Parser identities how
dilferent words are interacting within a sentence
and identifies the syntactic
dependencies/irelationship within a  sentence.
The syntaclic parser parses each senlence
iteratively with all the identified information
classifying the sentence as a question, an
assertion or a comparison, using the rule of
senlence type identification, It is parsed and
stored in a file in CoNLLx format which is sent
to the negation algorithm.

Negation Algorithm- Here we exploit the
dependency based parse tree to define a
Negation algorithm. An approach used here is
not only to invert the polarity of the term
followed by the negation word  but when a
negation occurs in o sentence it is necessary (o
detect its scape that is the number of following
words affected by it, which states that there is
no fixed negation window. It depends on the
structure of the sentence .The algorithm uses
Stanford dependency parser to analyse the
grammalical  struciure of  the  sentence. A
dependency based parse tree is built for each
sentenee in the review having negation triggers
At explores il to find negation word using Depth
First Scarch rule. [ a negation word is found in
a tree node, the algorithim inverts the polarity of
the following child node and its sub trees. The
sentiment score of the negation word is set to 0

as it does not have any sentiment values by
ilself;

The Negation Algorithm

Lel 8§ be an extracted Sentence from a splil review
having negation triggers,
Let T be the parse tree of Converted to CoNLL
format.
Get_Neg_ Scope(T) :Set rules to determine the scape
of negation using maximum spanning tree and return
range for the scope in a sentence.
If POS of trigger is RB/ DT/ 1)/ CC then tree
from its immediate governor is used;
If POS af trigger is VB/IN/NN then tree from
itself is used;
Span towards right or span left relatively to the
position of trigger word 1ill SUB arc, span nothing
it there's no SUB arc or right part. (This rule is
only applied to root node)

Let Polarity Score () caleulate the sentiment score of
each term within the scope of negation,

Invert the sentiment score if negation is true

IV USAGE OF FRAMEWORK FOR
NEGATION

All the sentences having negation terms and clauscs
are forwarded from the pre-processor to the syntactic
parser with other sentences. However, syntactic
parser identifies the negation and POS that are
involved in negation with the help of Parser during
the syntactic parsing phase and takes care of the
negation word and the scope associated with it, . In
the negation identilication  process, the kind of
negation ie.” no onc is interested in this new
feature”™, where ‘no’ is used to determine the interest
of one, is also identified. This process also takes core
of the negalion in conjunciion  sentences. The
Dependency parsers identily the scope of the
negation, if it is a single word or a phrase or a clause
within a sentence.

1907



Bnnuganrlhan— Rabindranath Tagore University Journal Vol. VIII/Special Issue XVI April 2019

These pharses and clause which is within this scope
is extracted for polarity caleulation by the sentiment
analyzer. The polarity is inverted as per tableno 1.
The following section explaing how  senliment
analyzer uses the extracted part of the sentence from
the negation algorithm for polarity caleulation.

(a) Sentiment Analyser- The sentiment analyser
uses resources like Sentiwordnet [10] to extract
the sentiment oriented words by using
dependency  relationships  within the text. It
identifies the semantics involved in a sentence,
their meaning, polarity of cach term and their
intensity. [t identifies the positive, negative and
neutral words and assigns a value to each term
and hence their intensitics can also be calculated.

(b) Polarity Calculator- The words in o sentence,
their meanings, alternative words, polarity of
each word and intensity associated with cach
word are basic elements used by sentiment
analyzer  for  sentiment  identification.  The
polarity of sentence is usually based on the
meaning of words. However, the negation
changes the meaning of the words and polarity of
the sentence. In order to caleulate the polarity of
a sentence, some rules are defined in Table ..
Most negation words arc classified as adverbs,
sulfix, prefix or verbs.

The scope of negation will be identified by the
dependency tree, which indicates how negation is

This dependency parser will identify the scope of the
negation - whether it is a single word or a phrase /
clause within a sentence. The negation is handled in
each phrase accordingly. The intensity of polarity
will not exceed (+/-) 1, where + is for positive and —
is lor negative polarity. The polarity of a sentence is

calculated using sentiwordnet.:

The Resulting Intensity = Total positives —total
negatives

The positive/negative value of words in the Equation
1 is extracted from the SentiWordNet in order to
calulate the polarity of a sentence. The exiracted
value from the SentiWordNet is reversed during this
process if negation is ‘True’ as presented in Table 1.

Algorithm to Caleulate Polarity

Function Caleulate_Polarity Returns Polarity
{
polarity =0
For Each Extraction_Of Sentence
i
1
get SentiWordNet value of all Adjectives and adverbs
in the phrase
Il (Sentence is Marked NEGATION by Syntax
Parser) {
Reverse the SentiWordNet values of related
Adverbs /Adjectives }
1
Return polarity

interacting with other words in the sentence. I
Table 1

Rules specifying negation

Negation Assoviated ;
Megation Result
Word/phrase/ | Word/Phrase £
Clause /Clause

Negative Positive True Positive
Negative Positive False Negative
Negative Negative True Negative
Negative Negative False Positive

V ANALYSIS

The sentence polarity is calculated on the basis of the
parts of a sentence. A sentence may contain either
simple POS  (Verb, Adverb, Adjectives, cte.) or
complex parts of speech (Noun Phrase [Pronoun,
Noun] or Verb Phrase [Verb, Noun Phrase], relations
of possession, determiner, ele). The following
hierarchy is an example of PGS in a complete
sentence.

{Sentence
{Noun Phrase (Pronoun. Noun))
(Adverbial Phrase (Adverb))
(Verb Phrase (Verh)
(Sentence
(Verb Phrase (Verb)
1908

(Noun Phrase (Noun})) } ) )

Sentiment polarity identification and caleulation is a
nested process. This process caleulates the sentiment
of the most mner most level first and then it
caleulates along with the next higher level, If there is
a negation word the polarity will be caleulated
accordingly. If a negation word is found in a tree
node, the algorithm inverts the polarity of its sub
irees as they belong to the same clause.

For Example “Charger is never successful at
charging.” |

The dependency tree structure is as follows,
(Sentence
(Noun Phrase (charger))

ISSN: 2278-4187
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(Verb Phrase (is)
(Adverbial Phrase (never))
(Adjectival Phrase (successful)
(Prepositional Phrase (at)
{(Noun Phrase (charging))))

Stanford Parser output:-

(ROOT
(5
(NP (DT
The) (NN
charger))
ROOT
;
e
Hi? v
e
nr NN Uliu" hl')!VF
The chirger s RA
\

1/Special [ssue XVI April 2019

(VP (VBZ is)
(ADVP (RB never))
(ADIP (1] successful)
(PP (IN at)
s
(VP (VBG charging)))))
(88))

chatging

Fig. 2 Dependency Tree of the sentence

The resultant sentence structure is as shown below:

The charger is <SCOPE=<NEG=never</NEG=
successtul at charging </3COPE=

Negation'never’ iz for the scope (‘successful at
charging) which is positive. This negation of
pasitive phrase is a simple negation, which is
presented in Figure no 2.

The confusion matrix for our experiment is shown in
Table no 2, There is a 6% increase in accuracy aller
implementation of the above negation algorithm for
owr model for predicting sentiments for amazon
reviews for the product kindle.

Table 2
Confusion Matrix for the Dataset vsed
Predicted | Predicted | Predicted
Negative Neulral Positive
i 297 0 62
cgative
Actual
Neutral " 63 0
dctial 27 0 349
Positive

We can caleulate the Error estimation forn as Mean
Squared Error (MSE)
o 1 M
MSE = = X, ,(x = t)% = 0.08

VI CONCLUSION

Negation  has  received little  attention  and  ils
implication - on the  semantic  understanding  of
sentences, This paper presents an approach  for

negation  identification  and  ealeulation  using o
developed framewark for sentiment analysis. These
negation rules are designed in order o improve the

1909

where N is the number of review ie 000, x| is the
estimated sentiment score of the review i and t|is
the real score derived from human evaluation .

sentiment text analysis. While, there are still a
number ot cnallenges to be addressed in the field of
negation in sentiment analysis, the developed rules
for necgation calculation has good improvements in
classilication accuracy and helps to find the correct
polarity.
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ABSTRACT

Fingerprints are the most common authentichiometries for personal identification, especially for forensic security. A
2D minutiae matching is widely used for fingerprint recognifion and can be classified as ridge ending and
bifurcation. This paper is survey of 3D Minutiae Matching Technigue referred as Minutige Cylindrical code (MCC).
This technique is based on 3D data structures called as Cylinders. In this digital era lots of physical data has been
transferred. Based on this rationale, this paper this paper aims lo improve the fingerprint maiching performance. In
the eurrent stete of art liner solttion, by using Mintine evlindrical Code Technique. False acceptance rate (FAR),
False rejection rate(FRR), Fxecution Time, Matching Time, Enrallment Time is being going to iniproved,

Keywords—Fingerprint Matching: MCC: FAR: FRR; Matching Time: Execution Time: Enrolment Time.

I INTRODUCTION

Fingerprint recognilion is an iniriguing pattern
recognition problem that has been studied for morc
than 40 years. Although very effective solutions are
currenily available, fingerprint recognition cannot be
considered a fully solved problem. and the design of
accurale, inleroperable, and computationally light
algorithms is still an open issue.

Fingerprints arc the pattcrns formed on the cpidermis
of the fingertip. The fingerprints are of three types:
arch, loop and whorl. The {ingerprint is composed of
rdges and valleys. The interleaved pattern of ridges
and valleys arc the mest ecvident structural
characteristic of a fngerprint. There are two main
fingerprint -a) Global Ridge Pattern b) Local Ridge
Detail.

(a) Ridge-ending (b) Bifurcation

Fig, 1 Fingerprint Ridge ending and Bifurcation

A [Ongerprinl is a smooihly owing pattern ol
alternating ridges and valleys, The ridges do nol flow
continuously bul rather display various types of
imperfections known as minutiae (minor details in
fingerprints). At the time ol enrollment in a
fingerprint system, important minutiae information
(typically, positions of ridge cndings and
bifurcations, and (he associaled orientations) is
extracted and stored in the database in the form of a
lemplate. Fingerprint matching is accomplished by
comparing the munutine  distribulion  of  Iwo
fAngerprints via sophisticated point pattern matching
techniques. Minutiae have been studied extensively
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in the forensic literature specifically in the context of
fingerprint individuality maodels.
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Fig. 2 Seven most common Types of minutiae

The advancement of t(echnology has given
contributions to the rapid growth of the use of digital
data. In this digital era. lois of physical dala have
been fransformed into the digital ones. One example
of the use of digital data is the digital biometric
fingerprint data on the Electronic Identity Card
(KTP-cl).To identify a person. fingerprint matching
can be used. There are 3 approaches in [ingerprint
matching;

() Correlalion-bascd-matching

(ii) Minutiae-based-matching

(iii) Ridge featurc-based matching.

One of popular
fAngerprint matching,

technique is  minutia-based

II FINGERPRINT MACTCHING

There are 2 approaches in fingerprint matching:

correlation  based  maiching.  minutiae-based

matching, and ridge feature based matching. In this
we focus on Minutia Cylinder-Code.

(a) Minutia-Based Matching - A minutia is either a
ridge bifurcation or a ridge cending. Ridge
bifurcation is a poinl where a ridge splits into
two ridges: meanwhile ridge ending is a point
where a ridge meets a dead-end. A minutia is
represericed by ils position. angle, and type. In
general, there arc two algorithms in minutiac-
based matching.

) Nearesl neighbor Fixed Radius
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In  mnearcst  neighbor-based  algoriihm,  the
ncighbourhood of a given minutia is defined as K
nearest minetiac. Thus, the number ol ncighbors in
this algorithm is fixed so fingerprint matching can be
performed fast efficient. Disadvaniage of (his
algorithm is it is intolerant to missing and spurious
minutise.

In fixed radius-based algorithi, the neighbourhood
of a given minutia is defined as all minutiae that its
distance is within a circle radins R. The number of
neighbours in this algorithm can vary, depends on the
density of a minutia. Thus, fingerprint maiching with
this algorithm is harder than the [oriner one.
However, Lhis algorithm is more toleranl lo missing
and spurious minutiae,

(b) Minutia Cylinder-Code

Minutia Cylinder-Code (MCC) is onc of ihe besi
performing algorithms in minutia-based fingerprint
matching, Tt combines the advantages of boih nearesl
neighbour-based and fixed radius-bascd algorithms
without having (heir drawbacks. It has an eflicient
performance as nearest neighbour-based algorithms
and high tolerance to minutiae deformations as fixed
radins-based algoritluns. ’

MCC aims fo achieve high accuracy while
maintaining inleroperability with other algorithins by
using standard features in mimpiae. Il uses the
position and direction of the minutiae but not the type
and quality. It is due to the type is not a robust [eature
and the quality is not semantically clear in the
standards.

The local minutiac representation introduced in this
paper is based on 3D data struclures (called
cylinders). built from invariant distances and angles
in a neighborhood of each minutia. Four global-
scoring techniques are then proposed lo combine
local similarities into a unique global score denoling
the overall similarity between two [ingerprinis. The
main advantages of the new method. called Minutia
Cylinder-Code (MCC), are:

MCC is a [lixcd-radins approach and therefore il
tolerates missing and spurious minutiac betler than
nearest neighbor-based approaches.

Unlike traditional [ixed-radivs techniques. MCC
relies on a fixed-length invariant coding for cach
minutia and this makes the computation ol local
structure similarities very simple.

Border problems are gracefully managed without
extra burden in the coding and matching stages.

Local distortion and small feature extraction errors
are tolerated {hanks to the adoption of smoothed
functions (i.c., error tolerant) in the coding slage.

MCC elfectively deals with noisy fingerprint regions
where minutiae extraction algorithms tend to place
numicrous spurious minutiac (close to each other);
this is made possible by the saturation effect
produced by a limiting function.

The bit-ordented coding (one of the possible
implementations of MCC) makes cylinder matching
extremely simple and fast, reducing it to a sequence
of bil-wise operations (e.g.. AND, XOR) that can be
efficiently implemented even on very simple CPUS,

III LITERATURE SURVEY

In Minutiae based 2-D approach the ridge features
called minutine are extracied and stored in a lemplate
for matching. Tt is invariant to translation, rotation
and scale changes. It is however crror prone in low
quality images. The minutiac bascd approach is
applied. Usually before minutiae extraction. image

preprocessing  is  performed. Before applying
minutiac-based  approach  we  should do  the
preprocessing  and  extraction  stage.  Fingerprint

enhancemenis techniques are used to reduce the noise
and improve the clarity of ridges against valleys,

retuta
1 Resknoe

R
i

P

L g
e e

Fig.3 Typical 2-D Minutia¢ extraction process
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In Minutine Cylinder code (MCC) based 3-D
Approach MCC representation associales o local
structure to cach minutia, This structurc cncodcs
spatial and directional relationships between the

minutia and its (fixed-radius) neighborhood and can
be conveniently represented as a cylinder whose base
and height are related to the spatial and dircctional
information, respectively.

tor]

T

Fig. 4 Minutiae Cylindrical code (MCC) Representation.

Dr, Anil K. Jain et al. (2003) thoroughly explains
allthe aspects of Fingerprints and  Fingerprint
Recognition in their book “Handbook of Fingerprint
recognition”.

David Maltoni  (2005)  presented  Fingerprind
malching techniques in his paper * A tutorial on fi
ngerprint  Recognition”. This  tutorial  infroduces
fingerprint recognition systems and their main
components;  sensing, [featwre extraction and
matching. The basic technologics are surveyed and

some state-of-the-art algorithms are discussed.

Raffacle Cappelli et al. (2010) introduce the
MinutiaCylinder-Code (MCC); a novel
representation based on 3D data structures (called
eylinders). buill [rom minutiae distances and angles.
The cylinders can be created starting from a subsct of
the mandatory features (minutine position and
dircclion) defined by standards like ISO/IEC 19794-2
(2003), They advice thal some simple but very
cffective metrics can be defined to compute local
siumilaritics and lo consolidate them into a global
score, Extensive experiments over FVC2006
databases prove the superiority of MCC with respect
lo three well-known techniques and demonstrale the
feasibility of obtaining a very effective (and
interoperable) lingerprint recognition implementation
for light architcctures.

Matteo Ferrara et al. (2011) proposes a new hash-
based indexing mclhod to speed up [ingerprint
identification in large databascs. A Locality-Sensitive
Hashing (LSH) scheme has been designed relying on
Minutiac Cylinder-Code (MCC), which proved (o be
very cffective in  mapping a minutiac-bascd
representation (position/angle only) into a set of
lixed-length transformation-invarant binary veclors.
A novel search algorithm has been designed thanks to
the derivation of a numerical approximation for the
similarity  between  MCC  vectors.  Extensive
cxperimentalions have been carried out 1o compare
the proposed approach against 13 existing methods
over all the benchmarks tyvpically used lor fingerprint
indexing, In spite of the smaller set of leatures used
(top perforning methods usually combine more
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features), the new approach oulperforms exisling
ones in almost all of the cases.

David Maltoni et al. (2012) propose a (wo
factorprotection  scheme  that  makes P-MCC
lemplates revocable to avoid that MCC templates can
disclose sensitive information aboul position and
angle of minutiac, a protected MCC represcntation
was recently introduced (called P-MCC).Inspite of a
satisfactory level of accuracy and reversibility, P-
MCC templates cannot be revoked. [5]

M. Hamed Izadi et al. (2012) propose an
aliernativemethod to estimaic the ovlinder quality
measures dircetly rom fingerprint quality maps. in
particular ridge clarity maps. by taking into account
the number of involving minutia¢ as well, Integration
of MCC with the proposed cylinder quality measurcs
was evaluated through experiments on the latent
fingerprint database NIST SD27. These experiments
show clear improvements in the identification
performance of atent fingerprints of ugly quality.

Matteo Ferrara et al.  (2012) propose  a
novelprotection technique for Minutia Cylinder-Code
(MCC). which is a well-known local minuline
representation. A sophisticate algorithm is designed
to reverse MCC (i.e., recovering original minulia¢
positions and angles). Syslemalic cxperimentations
show that the new approach comparcs favorably with
state=of~the-art methods in terms of accuracy and. al
the same time, provides a good protection of minuliae
information and is robust against masquerade atlacks,

A. Pasha Hosseinbor et al. (2017) propose o
minutia-based fingerprint matching algorithm  that
cmploys ilcrative global alignment on hwo minwtia
sels, The mafcher considers all possible minutia
pairings and iteratively aligns the two sets unul the
number of minmtia pairs doecs not exceed (he
maximum number of allowable one lo-one pairings.
The eptimal alignment parameters are  derived
analvtically via lincar least squarcs.

1S5N: 2278-4187
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WajihUllah  Baig, et al.  (2018) present 2
modificationto the underlying information of the
MCC descriptor and show that using different
features, the nccuracy of matching is highly affected
by such changes. MCC originally being a minulia
only descriptor is transformed into a  texture
descriptor. The translormation is from  minutiac
angular iformition to orientation, frequency and
energy information using Short Time Fourer
Transform (STFT) analysis. The minutia cylinder
codes are converled (o minutiae texture cylinder
codes (MTCC). Bascd on a fixed sct of parameters,
the proposcd changes to MCC show improved
performance on FVC 2002 and 2004 data sels and
surpass the traditional MCC performance.

This Paper proposes a 3D [ngerprint identification
pre-treatment algorithm in Matlab. Based on Matlab,
this article provides an algorithm implementation,
and an improved wethod. The resulls of each
fingerprint  picture processing module.  mainly
including impge segmentation which could be
scparated. obiained a fingerprint image from a
background arca. Tmage fltering. removing bur.
cavily management and binarizalion processing (with

the thought of self-adapted local threshold
binariztion) which make the [ngerprint image
clearcr, climinate unnccessary noiscs and are

benelicial to Mrther identification. To thin the image.
we [irst, adopt the quick thinning algorithm (o handle
the preliminary (hinning other languages. including
C, Ct++, CH# Javn, Foriran and Python. The data
doesn’t have 1o be in structured form or uniform
because cach instance of data is taken care by
scparale process on a different node.

The streakline after thinning has o certain widih, and
secondly, the advanced one-pass thinning algorithin
(OPTAY) is adopted for use the fingerprint image that
after preliminary thinning: this makes all areas.
except the bifurcation point, remain a single-pixel
wide. correcting (he streakling that has been thinned
by advanced OPTA. Then we gel a clear [ingerprint
picture. extract the fingerprint leature point (spurious
minutiae) from this picture; this feature point
contains a lot of [alse leaiures that take a lot of time
and influences the matching precision. In this paper,
the author adopt climinating the false features by
edpe and distance. lessening the lalse fealure points
by approximately o third, and then next extract
reliable information of the Teature points and sterc in
the book building template. When matching a
Ougerprint. we gei clear Ongerprint image using (he
same methad. and build a cantrast template: at last
we compare the contrast lemplate with book building
template ane then get ideal resulls. Based on Matlab.
with this method we are unable 10 do the simulation
step-by step with the fingerprint identification pre-
treatment algorithm. but alse see the result of image
processing algorithm intmtively. which coopeiales
with the algorithm rescch effectively, Experimental
results show that with this algorithm, which is on the
basis ol Matlal, ihe processing result is more ideal.,
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and this method is not only simple and guick. bul also
hos o high precision, and saiisfy the identification
applicability,

1V CONCLUSION

This survey paper gives the detail survey of the work
carried oul in 3D fingerprint recognition in biomeltric
security or personal identification. MCC relics on a
robust discretization of the neighborhood of cach
minutia intoe a 3D cell-based structure named
cylinder. Simple but effective techniques for the
compulation and  consolidation of cylinder
similaritics are provided to determine the global
similarity between fwo fingerprints.

It is found after analysis that there is need of some
constructive. robust secured method of fingerprint
recognition in adverse situation where we may have
partial images or environmentally affected images
whicli we would be trving in future course of my
dissertation work.
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Cybercrime: A Major Problem
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ABSTRACT

Newadays, Ovbercrime has caused a lots of deface io an individual, orgenization and even the govertment sectors.
Mamy evbererime detection and classification methods have overcome with various levels of success in order to
prevent, protect and authorized data from Cyber-attacks. Cvbercrime is that activity done by human being
knowinglv or unknowingly to ruin organizations network, stealing tnpartant data and documents, hacking hank
accounts defails, transferrarg money to their own and so owi. This paper describes about the conmen areas where
evbercrime usually oceurs and also classify \arions tvpes of cvbercrimes and laws to prevent and profect from
cvher-allacks. This paper also deals about the matn causes of cybercrimes ncenrred.

Keyvwords: cybercrime. cyber-attacks, causes, protect. eyber laws

I INTRODUCTION

Cybercrime is the latest and the most complicated
problem in ecyber world. The term crime is denoted
an unlawful act which is punishable by a state
(Ramdinmawaii el al. 2014). Crime is also called as
an olfense or a Criminal offense. Cyber-criminal use
internct and computer technology to hack user’s
personal Computers. Smariphone data. personal
details fromsocial media, national secrets etc. In
general. We can define computer as the machine that
oal' stores and manipulate or process information or
instruction, instructed by the users.

The term Cybererime can be defined as an act of
commitled or omilted in violation of a law Jorbidding
or commanding it and for which punishment is
imposcd upon conviclion (Saini H. et. al., 2012). The
term “Cyber law™ doesn’t have a fixed definition. bui
we can delined it as the law that governs the
Cyberspace.  Cybercrimes. Digital and  electronic
signatures data prolections elc. are comprehended by
the eyber law (Sami H. el al, (2012).The UN'S
general assembly recommended the frst IT act of
India which was bascd on the “uniled nations Model
law on Electronic commerce “Model(Saini H. et. al..
2012). Cyber law is generic term which refers to all
the legal and regulatory aspects of intemet. It is a
coustantly cvolving process, if the internet grows,
numerous legal issues also arises. Cybercrime may be
used of an instrument for an illegal ends of activily
such as online gambling, financial crimes. cyber
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stalking, email spoofing, sales of illegal articles,
forgery. committing fraud, violating privacy etc.

II CYBERCRIME

(a) History of Cybercrime

The first Cybercrime was recorded in the vear 1820.
The ancient type of computer has been in Japan.
China. and India, Since 3500 B.C. The era of modern
computer began with the analytical engine of Charles
Babbage.

US $ 10 million were frauculently transferred out of
the bank and into a bank account in Switzerland. A
Russian hacker group led by Viadimir Kevin, a
renowned hacker, perpetrated the attack. The group
compromised the bank’s sccurity svsiems. Vladimir
was allepedly using his office computer at AO
Saturn. 8 computer firm in St. Petersburg Russia. to
break into Citibank computers. He was [inally
airested  on Heathrow  airport on his way (o
Switzerland {Choudhury B. R. el. al.. 2013).

The Cybercrime is enlarged from Morris worm to the
ransom ware, Several couniries like America, China,
Germany, Britain including India are working lo stop
such Cybercrimes and attacks, bul these attacks are
frequenily changing and influencing our nations.
Here are lists of some types of attacks given below
and they are as;

[55N: 2278-4187
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(b) Evolution of Cybererime

Table 1

Years Types of Atlacks

1971 A phone phreak

1995 Macro-viruses

1997 Cvbercrimes and viruses initiated. that includes Morris code worm
and other,

1999 Melissa viruses

2002 | Shadow crew’s website

2004 Malicious code, Trojans, Advanced worm ¢le.

2007 ldentifving thiel, Phishing elc.

2010 DNS Attack. Rise of Boinets, SQL aitacks etc.

2013 Social Engincering, DOS Altacks. BotNets. Malicious Emuils. |
Ransomwure atlack ete.

Present Eanking Malware, Keylogger. Bitcoin wallet, Phonc hijacking.
Anroid hack, Cyber warlare elc, ]

[SSN: 2278-4187

(¢) Types of Cybererimes
There are many Lypes of cybererimes and they have
been discussed given below

()]
(ii)

Email spoofing
Salami atlack

(iii) Worm/virus attacks
(iv) Web jacking

)

Phishing

(vi) Forgery
(vii)Online Gambling

(M

Email Spoofing: E-mail spooling basically
means sending an email from a source while
it appears lo have been senl fromn another
source. These taclics arc used in phishing
and spam campaigns mostly people think
that the cmail has been sent by any legal
source and they used to open that cmail. The
mail goal ofemail spoofling is o gel
recipients (o open and possibly even respond

usually affect the data on a computer, cither
by altering or deleting it. Worms, unlike
viruses do not need the host lo attach
themsclves 1o (Dashora K.. 2011). They
mercly make  functional copics  of
themselves and do this repeatedly till they
eal up all the available space on a
compuier's memory. The world's most
famous worm was the internet worm let
loose on the internet by Robert Morris
sometime in 1988,

(iv) Web Jacking: This term Web jacking is

derived from the term hi jacking. In these
kinds of offenscthe attacker creates a fake
websites and when the victims opens (he
link a new page appeurs with the message
and they neced to clicks the Iink that looks
real he will redirected 1o a fake page(Saini

fo a solicitation. Financial crimes arc H. ct. al.. 2012), Hence these types attacks
commonly  commiticd  through  E-mail arc done to get approach or to gel access and
spoofing, _ _ conirel the cile of another. The altacker may
(i) Salami attacks: A Salami attack is also also change the information of the victim's

known as salami slicing. It is olien used (o
carry oul illegal activitics. Allackers uscs
customer online database information like
bank details, ele. Allackers reduces very few
amounts from CVEIY Accounl over i [JCﬁOd
of tme and the cuslomer remains waware
of thisslicing and hence no complun is
filled.

(ifi) Virus/worm attacks: Viruses are progriims

that attach themselves 1o i compuier or a lile
and then circulate themsehves to other Oles
and to other computers on a nciwark. They

(v)

(vi) Forgery: It

webpage.

Phishing: In Phishing, the attacker’s tries o
gain information such as login information
or pusswords. details of credit  card,
account’s information by simulate as a
reputable individual or cumiity in several
communication channels or in  cmails,
Phishing e¢-mails arc likely 1o contain
hyperlinks to the sites containing malwares.
miking ol [alse
ey enue

Incans

docinments. Sigl'l!l[ll]'C. CUFFCnCY .

stamp elc,
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(1)

(vi)Online Gambling: [t 15 oflered by
thousands of websites that have servers
hosted abroad. Theses websites are the one
of the most important siles for money
launderers (Ramdinmawaii E. el. al., 2014).

III CAUSES OF CYBERCRIME

(i) Loss of evidence — Loss of evidence is a
very general and commou problem as all the
data is frequently destroved. For  the
collection of data outside the territorial
extent also paralyzes (he system of
Cybercrime Investigation.

Easy to Access — The problem encountered
in guarding a compuler sysiem  from
unanthorized access is that there is every
possibilitics of breach not due to human
error  but due (ocomplex lechnology.
(Dashora K. 2011). By sceretly implanied
logic bomb. key loggers that con steal access
code, advanced voice recorders, relina
imagers ctc. that can lool biomelric syslems
and bypass firewalls can be utilized to get
pass many a security system.

(iii) Capacity to store data in comparatively
small space = The compuler has a unique
characteristic of storing data in a very small
space. This allows for much easier access or
removal of information (hrough either
physical or virtual media (Choudhury R. R,
et, al., 2013).

Negligence — Neglipence is one of the
characteristics in humnan conduct so there
may be a possibly that secure and protecting
the compufer syslem we may nake
neglipence  which  provides a  Cyber-
criminals the access and control over the
computer systen.

Complex — The compulers works operaling
system and this operating syslem are
programmed ol millions of codes. The
human mind is imperfect so. they can do
many mistakes or errors sl severil stages.
Laws of Cybercrime - All laws aren’l the same
in manhy countries especially when il comes to
Cybercrimes. For different  countries  have
specific laws governing problems such s
Cybercrimes. For example, insome countrics
such as India accepted The Informition Act
which was passed and enforces in 2000 on
Elcctronic Comimerce by the United Nations
Commission on Trade Law., However. the act
states that it will legalize c-commerce and
supplementary modify the Indian Penal Code
L1860, the act 1872, the Banker's Book Evidence
Act 1891 and the Reserve Bunk of Indin Act

(i)

(iv)

v)

1917

()

(c)

(@)

1934, The Information Teclmology Act deals
with the various Cybercrimes. From this Acl,
The imporiant sections are; Scction 43.65,66.67.
Section 43 which explain and enforces the
unlawful access, (ransferring virus outbreaks
causes harm for DOA. Scciion 67 of information
Technology Act, 2000 deals wilh abscenity and
pornographic content on inlernel.
Cyber Laws in India: Cyber Crimes. in India
are regisiered under threc main heads. The IT
Act, The IPC (Indian Penal Code) and SLL
(Siate Level Legislations)
(https:/Awww jagranjosh.com/peneral
knowledge/what-is-cyber-crime-and-how-it-is-
increasing-day-by-day-1479450153-1).
Cases of Cyber Laws under IT Act:
(i) Tampering with computer source documents
— 8ec. 65
(i) Hacking with compuler
alleration - Scc.66
(iii) Publishing obscene information — Sec. 67
(iv) Breach of Confidentiality and Privacy — Sec,
72
{v) Publishing [lalse digital signature cerlificales
— Sec.73
Cases of Cyber Laws under IPC and special
Laws:
(i) Sending threatening messages by cmail —
Sec. 404 IPC
(ii) Email abuse = Scc. 500 [PC
(iil) Web-jacking — Scc.383 IPC
(iv) Forgery of Elcctronic records — Sce 463 [PC
(v) Email spooling = Sec.463 [PC
(vi) Bogus websiles. Cyber Frands - Sec 420
IPC
Cyber Crime under special cells:
(i) Online sale of Arms Act
(ii) Online sale of Drugs under Narcotic Drugs
and Psychotropic Substances At
e Section  65-Tempering  with  the
caomputers source documents. Whoever
intentionally or knowingly destroy.
conceal or change any  compuler’s
source code that is used lor 8 compuler,
computer program and compuler gvsiem
or computer network (Sarmah A, el al..
2017).Punishment: Any person who
involves in such crimes could be
sentenced uplo 3 years imprisonment or
with a fine of Rs. 2 Iakhs or with both.
= Scetion 66- Hacking with Computer
system. data alteration etc, Whoever
with the purpose or inlention 1o ciuse
any loss, damage or o destroy. delete or
to alter any information thal resides in o
public or any  person’s  compuler,
Diminish 1ts utility. values or alTects it
injuriously by any means. conunils
hacking(hitps://cvbercrimelinvvyver word
press.com/category/informalion-
lechnology-act=section-

svslems, Dala
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65/https:/eybererimelawyerawvordpress.c
om/category/information-technology-
act-section-63/).  Punishment:  Any
person who involves in such crimes
could be sentenced upto 3 years
imprisonment, or with a fine that mayv
extend upto 2 lakhs rupecs. or both,
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identificalion of any person is a crime.
Punishment: any person who involves
in such crimes could be sentenced either
with a description for a term which may
extend upto 3 years of imprisonment
along with a fine that may extend upto
rupee | lakh.

[S5MN: 2278-4187

s Section 66C- Identity thell nsing of
one’s digital or electronic signature or
one’s password or any other unique

Here are the some lists of Cybercrimes and Cyber
Laws under the following scction:

Table 2

Cyber Attacks Laws
Un-authorized nccess to protecled | Section 70
system.

Penally for misrcpreseniation. Section 71

Breach of  conlidentiality  and | Section 72
privicy.

Publishing falsc digital signaturc
cerlificales.

Publication for fraudulent purpose.

Scction 73

Section 74

Act 1o apply for contravention or | Scction 75
offence that is commiticd outside
India,

Compensation.  conliscalion  or
penaltics for not lo interfere with

other punishment.

Section 77

Compounding of Offences. Section
77A
Offences by Companies. Section 83
Sending threatening messages by | Scetion
c-mail. 503 IPC
Sending defamatory messages by | Section
c-mail. 499 IPC
Bogus websiles. Cyber Frauds. Scciion
426 IPC
E-mail Spoofing. Section
o 463 IPC
E-mail Abuse. Section
300 IPC
Criminal intimication by | Section
ANoNymous communications. 507 IPC
Online sale of Drugs, NDPS Act
Online sale of Arms. Arm Act

(111) Always avoid sending any photograph
online particularly to strangers and chat
friecnds as there have been incidents of
misuse of photographs,

(iv) It is better to use a securily program that
gives control over the cookies and send
information back to the siles as leaving the
cookies unguarded might prove fatal.

(v) Use of firewalls may be beneficial,

IV PREVENTION OF CYBERCRIME

(1) To prevent cyber stalking avoid disclosing
any information pertaining lo one sell.

(i1} Never send your credit card number to any
silc that is not sccured, to guard ngainsl
[rauds.

1918



AMnuzandhan- Rabindranath Tagore University Journal Vol, VII/Special Issue XVI April 2019

{(vi) Always keep back up data’s so that one may
not suffer data loss in case of virus
contamination,

(vii)Use strong biometrics as a Password/locker,

(viii) Sccure your mobile device.

(ix) Avoid suspicious E-mail,

(x) Proleet your identity online.

(xi) Call the right person for help.

(xii)Check your accounts and your credil reporis
regularly.

V CONCLUSION

From this research paper it has been found that there
are several ways and means through which an
individual can enact crimes are an offense and are
punishable by law (Ramdinmawaii E. et. al., 2014),
In this paper we have discussed about the types of
cybercrimes, laws of eybercrimes in India. the causes
of cybercrimes and how to prevent or avoid
cybercrimes. The solution to such crimes can’t be
simply based on the technology. These technologies
can just be one such weapon to track and put a break
to such activities to some extent. The way to
overcome these crimes can broadly be classified into
three categories: Cyber Laws (referred as Cyber
laws). Education and policy making. All the above
wayvs o handle cybercrimes either are having very
less significant work or having in many of the
countries. This lack of work requires to improve the
exisling work or to sel new paradigms for controlling
the cyber-atlacks.
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