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ABSTRACT 
Sentiments and Opinions are only attributes to express views about attitude, emotions, and sentiments through various social 
networking sites like twitter, Facebook, Google+ but to categorize accurate positive and negative thoughts of peoples on 
social media data we have to use various sentimental analysis methods. In this research paper we discuss about various 
methods related to sentimental analysis and tabulate the accuracy of different techniques and comparing best methods to 
improve accuracy for social media data. In this research paper we compare various sentimental analysis methods related to 
classification techniques and create an analysis table for different supervised and unsupervised methods for different social 
media datasets and accuracy percentage for different techniques. In this research paper we compare various sentimental 
analysis methods related to classification techniques and create an analysis table for different supervised and unsupervised 
methods for different social media datasets and accuracy percentage for different techniques. Sentiment analysis relates to 
the problem of mining the sentiments from online available data and categorizing the opinion expressed by an author 
towards a particular entity into at most three preset categories: positive, negative and neutral. In this paper, firstly we 
present the sentiment analysis process to classify highly unstructured data on Twitter. Secondly, we discuss various 
techniques to carryout sentiment analysis on Twitter data in detail. Moreover, we present the parametric comparison of the 
discussed techniques based on our identified parameters. 
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I INTRODUCTION 

-Sentiment analysis is the automated mining of attitudes, 
opinions, and emotions from text, speech, and database 
sources through Natural Language Processing (NLP). 
Sentiment analysis involves classifying opinions in text 
into categories like "positive" or "negative” or "neutral”. 
Sentiment Analysis is the process of determining whether 
a piece of writing is positive, negative or neutral. 

There are various research papers available related to 
sentimental analysis of social media data where different 
supervised and unsupervised classification methods used 

to correct classify the positive and negative comments by  
using different tools such as Weka, Matlab and Hadoop 
and have produced different accuracy percentage.  

There are two main approaches for sentiment analysis: 
machine learning based and lexicon based. Machine 
learning based approach uses classification technique to 
classify text. Lexicon based method uses sentiment 
dictionary with opinion words and match them with the 
data to determine polarity. They assigns sentiment scores 
to the opinion words describing how Positive, Negative 
and Objective the words contained in the dictionary.  

There are various levels of sentimental analysis such as 
Document level sentiment analysis, Sentence level 
sentiment. Sentimental analysis methods for social media 
data can be categorized can be used in three ways- 
From the document, but sometimes nouns or verbs may 
also express opinion. 
 

II STUDY AREA 

In this paper various social media data have used for 
sentimental analysis where the first step in Supervised 
Machine learning technique is to collect the training set 
and then selects the appropriate classifier. Once the 
classifier is selected, the classifier gets trained using the 
collected training set.  

There various methods used in various sentimental 
analyses of social media data such as-  
(a) Naive Bayes Classification (NB) -The statistical 

Bayesian algorithm characterizes a supervised 
learning technique, it supposes an originating 
probabilistic method and it permits us to confine 
improbability about the method in an honorable way 
by formative chances of the results. It solves 

predictive and diagnostic and problems and it used to 
evaluate learning algorithm and provides a useful 
perspective for understanding.  

(b) Support Vector Machine (SVM) -In machine 
learning, support vector machines (SVMs, also 
support vector networks) are supervised learning 
models with associated learning algorithms that 
analyze data used for classification and regression 
analysis. 

(c) Maximum Entropy algorithm(MEA)- ME models 
named as Gibbs, log linear, multinomial logic 
models , exponential and present a general purpose 
machine learning technique for prediction and 
classification which has been productively practical 
to fields as different as econometrics and computer 
vision.  

(d) K Nearest Neighbors (KNN) -In pattern 
recognition, the k-nearest neighbors algorithm (K-
NN) is a non-parametric method used for 
classification and regression. In both cases, the input 
consists of the k closest training examples. 
 
 



 
 

(e) 10-fold Cross validation-Cross-validation is a 
technique to evaluate predictive models by 
partitioning the original sample into training set to 
train the model, and a test set to evaluate it. In k-fold 
cross-validation, the original sample is randomly 
partitioned into k equal size subsamples. 

(f) Decision tree - It is the most powerful and popular 
tool for classification and prediction. A Decision tree 
is a flowchart like tree structure, where each internal 
node denotes a test on an attribute, each branch 
represents an outcome of the test, and each leaf node 
(terminal node) holds a class label.  
     

  
III METHODOLOGY

(a) Sentiment Analysis based on Supervised Machine 
learning technique. 

(b) Sentiment Analysis by using Lexicon based 
Technique. 

(c) Sentiment Analysis by combining the above two 
approaches.    
   

 

In Supervised Machine learning techniques, two types of 
data sets are required: training dataset and test data set. An 
automatic classifier learns the classification factors of the 
document from the training set and the accuracy in 
classification can be evaluated using the test set. Various 
machine learning algorithms are available that can be used 
very well to classify the documents. The machine learning 
algorithms like Support Vector Machine (SVM), Naive 
Bayes (NB) and maximum entropy (ME) are used 
successfully in many research and they performed well in 
the sentiment classification. 

 
 

Table 1 
Comparative table for accuracy of various Sentiment Analysis methodsusing Different Techniques 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Research Paper Approach Dataset Technique Accuracy 
A Study on Sentiment 

Analysis on Social Media 
Using Machine 

Learning Techniques 

Supervised Twitter 
dataset 

Naive 
Bayes 53% 

SVM 50% 
KNN 44% 

 
Social media metrics 

and sentiment analysis 
to evaluate the effectiveness 

of social media post 

Supervised Facebook 
dataset KNN 82.3% 

Sentimental Analysis of 
Twitter Data using 

Text Mining and Hybrid 
Classification Approach 

Supervised & 
Unsupervised 

Twitter 
dataset 

Naïve 
Bayes 66.66% 

Hybrid 
Techniques 76.31% 

Classification of Facebook 
News Feeds 

and Sentiment Analysis 
Supervised 

Facebook 
News 
Feeds 
dataset 

SVM 97% 

logistic 
regression 60% 

Mining Sentiments from 
Tweets Supervised 

Google+, 
Twitter, 
Myspace 
dataset 

SVM 88% 

Sentiment Analysis of 
Twitter Data: A Survey of 

Techniques 
Supervised 

Movie 
Reviews SVM 86.40% 

Twitter 
Co 

Training 
SVM 

82.52% 

Stanford 
Sentiment 
Treebank 

Deep 
Learning 80.70% 



 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

IV CONCLUSION 

In this research paper we compare various sentimental 
analysis methods related to classification techniques and 
create an analysis table for different supervised and 
unsupervised methods for different social media datasets 

and accuracy percentage for different techniques. The final 
result of this comprehensive study is that the approx 80% 
accuracy produced by the support vector machine so SVM 
is the best suitable sentimental analysis method which can 
be future used as best classifier for social media data 
analysis.
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