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ABSTRACT 
Spurred by advances in processing power, memory, storage, and an unprecedented wealth of data, computers are 
being asked to tackle increasingly complex learning tasks, often with astonishing success. Computers have now 
mastered a popular variant of poker, learned the laws of physics from experimental data, and become experts in 
video games – tasks which would have been deemed impossible not too long ago. In parallel, the number of 
companies centered on applying complex data analysis to varying industries has exploded, and it is thus 
unsurprising that some analytic companies are turning attention to problems in healthcare. The purpose of this 
review is to explore what problems in medicine might benefit from such learning approaches and use examples from 
the literature to introduce basic concepts in machine learning. It is important to note that seemingly large enough 
medical data sets and adequate learning algorithms have been available for many decades – and yet, although there 
are thousands of papers applying machine learning algorithms to medical data, very few have contributed 
meaningfully to clinical care. This lack of impact stands in stark contrast to the enormous relevance of machine 
learning to many other industries. Thus part of my effort will be to identify what obstacles there may be to changing 
the practice of medicine through statistical learning approaches, and discuss how these might be overcome. 
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I INTRODUCTION 

Today we are engaged in frequent enduring studies of 
the healthcare effects of numerous ingredients, the 
ultimate consequences of rival approaches of 
treatment, and decease irrefutable development of 
diseases. Huge databases on noteworthy inhabitants, 
focused on brain cancer, cardiovascular disease, 
arthritis, cancer and other major medicinal problems, 
are now being collected and used to clarify the true 
occurrence of diseases, to identify demographic 
influences and to measure salutary efficacy of drugs 
and procedures [6-8]. 

An enlightening review of the history of Al and the 
bouts between its supporters and challengers may be 
found in the recently published Machines Who 
Think [9]. According to Szolovits, P. [10], 
Medication is a field in which such help is 
judgmentally needed. Our cumulative expectations of 
the highest quality health care and the speedy 
evolution of ever more detailed remedial knowledge 
leave the physician without adequate time to devote 
to each case and besieged to keep up with the newest 
expansions in his field. For lack of time, most 
medicinal decisions must be based on fast decisions 
of the case relying on the physician's single-handed 
remembrance. Only in infrequent circumstances can a 
nonfiction search or other extended examination be 
undertaken to assure the doctor and the patient, that 
the modern knowledge is transported to accept on 
any particular case. Sustained training and 
recertification events encourage the surgeon to keep 
more of the pertinent evidence continuously in mind, 
but important confines of human recollection and 
remembrance attached with the growth of 
information assure that most of what is known cannot 
be known by most entities. It is the chance for new 
computer based tools: to help organize, store, and 
retrieve suitable medical knowledge needed by the 

consultant in dealing with each difficult case, and to 
recommend appropriate diagnostic, prognostic and 
therapeutic decisions and decision making 
techniques. 
Artificial Intelligence is the study of thoughts which 
allow computers to do the things that make people 
seem intelligent ... The central goals of Artificial 
Intelligence are to make computers more useful and 
to understand the principles which make intelligence 
possible [11]. 

“Machine Learning is the discipline of getting computers 
to learn and act like humans do, and improve their 
learning over time in self-governing fashion, by feeding 
those data and information in the form of observations 
and real-world communications.” 

In a 1970 review article, Schwartz speaks of -the 
possibility that the computer as an intelligent tool can 
redesign the present system of health care, basically 
alter the role of the doctor, and deeply change the 
nature of medical manpower employment and 
medical education--in short, the possibility that the 
healthcare system by the year 2000 will be basically 
different from what it is today [12]. 

According to the knowledge data discovery (KDD0 
workshop of machine learning [3] Over the current 
ages, the decreasing cost of data acquisition and 
ready availability of data sources such as Smart card 
Based Health records, claims, administrative data and 
patient Based health data , as well as shapeless data, 
have controlled to an increased focus on data-driven 
and ML methods for medicinal and healthcare area. 
From the systems natural science point of view, large 
multimodal data typically including omics, clinical 
extents, and imaging data are now readily obtainable. 
Appreciated information for obtaining machine-like 
insight into the disease is also currently available in 
shapeless formats for example in the scientific works. 
The loading, incorporation, and examination of these 



data current noteworthy challenges for translational 
medication research and impact on the effective 
mistreatment of the data. Additionally, intellectual 
analysis of observational data from Smart card based 
record and patient based data sources and integration 
of insights generated from the same to the system 
natural science sphere can greatly improving 
longsuffering human involvement, consequence, and 
refining the complete health of the populace while 
reducing per capita cost of care. However, the black-
box landscape, characteristic in some of the best 
performing ML methods, has widened the hole 
between how human and machines think and often 
unsuccessful to provide clarifications to make 
understandings tortious. In the novel era with users of 
“right aimed at explanation”, this is detrimental to the 
acceptance in repetition. To drive the usage of such 
rich yet assorted datasets into actionable insights, we 
aim to bring together a wide array of investors, 
including doctors, biomedical and data science 
experts, and industry solution subject matter 
professionals. We will pursue to start deliberations in 
the area of precision medicine as well as the 
importance of interpretability of ML models towards 
the increased practical use of ML in drug and 
healthcare. 

Artificial Intelligence is transforming the world of 
drug. AI can help doctors make quicker, more 
accurate diagnoses. It can forecast the risk of a 
disease in time to prevent it. It can help researchers 
understand how genetic disparities lead to disease. 
Although AI has been around for eras, new advances 
have ignited a prosperous in deep learning. The AI 
technique powers driver less cars, super-human 
image recognition, and life-changing, even life-
saving, improvements in medicine. 

Deep learning helps researchers examine medical 
data to treat diseases. It improves doctors’ ability to 
analyze medical images. It’s proceeding the future of 
personalized medicine. It even helps the blind 
“see.”[5] 

“Deep learning is transforming a wide range of 
scientific arenas,” said Jensen Huang, NVIDIA CEO 
and co-founder. “There could be no more important 
application of this new capability than improving 
patient care.” Three trends drive the deep learning 
revolution: further powerful GPUs, sophisticated 
neural network algorithms modeled on the human 
brain, and access to the explosion of data from the 
internet[5]. 
 
II REVIEW OF MACHINE LEARNING 

IN MEDICINE 

Imagine physically as a young graduate student in 
Stanford’s Artificial Intelligence lab, building a 
system to diagnose a common infectious disease. 
After years of sweat and toil, the day comes for the 
test: a head-to-head comparison with five of the top 
human experts in infectious disease. Over the first 

expert, system squeezes a narrow victory, winning by 
just 4%. It beats the second, third, and fourth doctors 
handily. Against the fifth, it wins by an astounding 
52% [13]. 

Would you believe such a system exists already? 
Would you believe it existed in 1979? This was 
the MYCIN development, and in vindictiveness of the 
brilliant investigation outcomes, it certainly not 
through its way into scientific practice [14]. 

ML is routinely used in biological expansion and for 
evaluating and interpreting data in genomics, 
transcriptomics and proteomics pathways (e.g. [16, 
17]), whereas in clinical laboratory medicine, it has 
been applied to classical biomarker testing of 
biological resources. Numerous “expert systems 
(ES)” have been newly labeled, original and 
commercialized for scientific workshop drives. 
Designed to appraise specific data in hematology, 
urinalysis or clinical chemistry, they are 
conventionally based on a predefined decision tree 
(DT) encompassing logic rules and checks to exclude 
diagnostic hypotheses or define them or propose 
additional examination to complete the diagnosis and 
support decision making (SDM). By contrast, ML is 
a totally different approach, where “rules” and 
everything are learned by the machine, or we can say 
machine intelligence. More often than not, speaking 
of obvious rules is unsuitable, as the forecast is 
somehow hidden in the model’s non-linear 
restrictions that bend the decision boundaries around 
the data, literally. More specific queries using the 
search terms laboratory medicine, laboratory tests 
and machine learning in either the title or abstract 
identified 34 papers in Scopus and only three in 
PubMed, one of which was a research journal article 
[18]. We suppose that ML methods will become 
more broadly used in the analysis of research 
laboratory restrictions, and especially for data that 
can be easily grouped and compared across different 
groups. The application of ML in laboratory 
medicine should be supported as a means to enhance 
research laboratory association and expand the core 
skills set of research laboratory specialists, within a 
broader process of change and origination (e.g. [15, 
19]). We entitlement this for a quantity of reasons. 
First, research laboratory are a foremost part of 
today’s healthcare organizations. However, despite 
high throughput with low turnaround times, the 
capacity to screen data for results of special interest 
has decreased and few tests are directly diagnostic 
[20]. Second, technical improvements have enabled 
the integration of ES capabilities and software 
presentations, including automatic analyzers and 
modules of research laboratory information systems 
[21]. Since this kind of support is usually based on 
dichotomous thresholds or rigid mutual exclusion of 
data, it can be difficult if not impossible to obtain 
precise or personalized results [22], suggesting an 
obvious edge for development. 

 



Third, because patients can now directly access their 
research laboratory test results of their investigative 
benefactor, there is an increasing demand for 
meaningful, possibly personalized reference limits 
and the need to interpret precision asterisks [20], the 
conventional signs indicating abnormal or borderline 
values. Finally, with the convergence of smartphones 
and innovative biosensors based on microfluidics and 
microelectronics, the vision of the lab-on-a-chip 
(LOC) and related models for laboratory medicine 
has opened opportunities, “in which a smartphone-
enabled portable laboratory is brought to the patient 
instead of the patient being brought to the laboratory” 
[23]. In this context, apomediation refers to 
progressive disintermediation whereby traditional 
intermediaries, such as healthcare professionals who 
give “relevant” information to their patients, are 
functionally replaced by apomediaries, i.e. 
network/group/collaborative filtering processes [24]. 
ML systems can be seen as new and “smarter” 
apomediaries that act as gap fillers that analyze the 
increasing amount of diagnostic data a patient can 
access without mediation by a general practitioner or 
laboratory specialist, and then refer the patient to a 
specialist only in case of likely positive or anomalous 
results. This can be done by factoring together the 
diverse phenotypic attributes of a patient (i.e. in 
addition to body mass index [BMI], age, gender and 
ethnicity) or, better yet, of the patient’s history of 
past basal values associated with a healthy condition. 
In this case, the very notion of reference limits would 
change, and ML, by leveraging and improving other 
statistical approaches, could help limit the 
misinterpretation of values outside of reference limits 
or of apparently normal data but also diagnostic for 
some conditions (e.g. [25]). Furthermore, some 
envision an ML-based clinical decision support that, 
by predicting correlated test results and enhancing the 
diagnostic value of multianalyte sets of test results, 
could help to reduce redundant laboratory testing [26] 
and, hence, lower healthcare costs, which are 
estimated to total $5 billion yearly in the United 
States alone [27]. Finally, the growing number of 
available and affordable types of diagnostic tests, 
different measurement methods and patient 
phenotypes (e.g. ethnic subtypes) has produced an 
unprecedented complexity of data interpretation and 
integration that calls for novel management 
technologies. In the following section, we report on 
research into the potential of ML models to address 
these challenges in laboratory medicine. 
Hoong [4] summarized the potential of AI techniques 
in medicine as follows: 
(a) Provides a research laboratory for the checkup, 

association, demonstration and classification of 
medical acquaintance. 

(b) Harvests new tools to support medical decision-
making, training and research.  

(c) Participates happenings in medical, computer, 
cognitive and other disciplines.  

(d) Propositions a content-rich discipline for 
forthcoming scientific medical area.  

Many  intelligent  system  have  been  developed  for  
the  purpose  of  enhancing  health-care  and provide  
a  better health  care  facilities,  reduce  cost  and etc.    
As  express by  many  studies  [28-33], intelligent 
system was developed to assist users and  provide  
early  diagnosis  and  prediction  to  prevent serious  
illness.    Even  though  the  system  is  equipped  with  
"human"  knowledge,  the  system will  never  replace  
human  expertise  as  human  are  required  to  
frequently  monitor  and  update the  system’ s  
knowledge. Therefore, the role of medical specialist 
and doctors are important to ensure system validity. 

Early  studies  in  intelligent  medical  system  such  as  
MYCIN,  CASNET,  PIP  and  Internist-I have  
shown  to  out  performs  manual  practice  of  
diagnosis  in  several  disease  domain [34].    MYCIN  
was  developed    in  the  early  1970s  to  diagnose  
certain antimicrobial  infections  and  recommends  
drug  treatment.    It  has  several  facilities  such  as 
explanation  facilities,    knowledge  acquisition  
facilities,  teaching  facilities  and  system building  
facilities.    CASNET  (Causal  
ASsociationalNETworks)  was  developed  in  early 
1960s  is a general  tool for building expert system for 
the diagnosis and  treatment  of diseases[1-2].  

CASNET  major  application  was  the  diagnosis  and  
recommendation  of  treatment  for glaucoma.    PIP  
an  abbreviation  for  Present  Illness  Program    was  
developed  in  1970s  to simulates the behaviour of an 
expert nephrologist in taking the history of the present 
illness of a  patient  with  underlying  renal  disease.    
The  work  on  Internist-I  in  early  1982s  was 
concentrated  on  the  investigation  of  heuristic  
methods  for  imposing  differential  diagnostic task 
structures on clinical decision making.  It was applied 
in diagnoses of internal medicine. 

In 1990s, the study in intelligent system was enhanced 
to utilize the system based on current needs.   In  
several studies  two or more  techniques were 
combined and utilized  the function of the  system  to  
ensure system  performance.   ICHT (An Intelligent 
Referral System for Primary Child Health Care) 
developed to reduce children mortality especially in 
rural areas [35].      The  system  success  in  catering  
common  paediatric    complaints,  taking  into 
consideration  the  important  risk  factors  such  as  
weight  monitoring,  immunization, development  
milestones  and  nutrition.    ICHT  utilized  expert  
system  in  the  process  of  taking the  history  data  
from  patients.    Other  expert  system  have  been  
developed  such  as  HERMES (HEpathology  Rule-
based Medical  Expert  System)  an  expert  system  
for prognosis  of  chronic liver  diseases [36],  Neo-
Data  expert  system  for  clinical  trails  [37],  SETH  
an  expert  system  for  the  management  on  acute  
drug  poisoning [38],  PROVANES  a  hybrid  expert  
system  for  critical  patients  in Anesthesiology  [39]  
and  ISS  (Interactive  STD  Station)  for  diagnosis  of 
sexually transmitted diseases [40]. 



Experienced  Based  Medical  Diagnostics  System  an  
interactive  medical  diagnostic  system  is accessible  
through  the  Internet  [29].    Case  Based  Reasoning  
(CBR)  was  employed  to  utilize  the  specific  
knowledge  of  previously  experienced  and  concrete 
problem or cases.  The system can be used by patients 
to diagnose them without having to make frequent 
visit to doctors and as well as medical practitioner to 
extend their knowledge in domain cases (breast 
cancer).  

Data  mining  is  an  AI  technique  for discovery  of  
knowledge  in  large databases,  could be  used to  
collect  hidden  information  for  medical  purposes 
[41-43].    It could also be combined with neural 
network for classification of fuzzy pattern of HIV and 
AIDS using unsupervised learning [41].    Patients  
status  life  or  dead  was  classified  as  training  and 
testing pattern.  Data mining was also used to generate 
a scatter diagram and a model of rules statement to 
enhance current rule base system [42].   Neves et al  
[43]  developed  information  system  that  supports  
knowledge  discovery  and  mining  in medical 
imaging.  

Fuzzy logic is another branch of artificial intelligence 
techniques.   It deals with uncertainty in knowledge 
that simulates human reasoning in incomplete or 
fuzzy data. Meng [44] applied fuzzy relational 
inference in medical diagnosis.      It  was  used  
within  the  medical  knowledge based   system,  
which  is  referred  to  as  Clinaid.    It deals with 
diagnostic activity, treatment recommendations and 
patient’s administration. 

Neural  Network  (NN)  is  one  of  the  powerful  AI  
techniques  that  has  the  capability  to  learn  a set of 
data and constructs weight matrixes  to represent the 
learning patterns.  NN is a network of many simple 
processors or units [45].   It simulates the function of 
human brain to perform tasks as human does.  As an 
example, a study on approximation and classification 
in medicine  with  incremental  neural  network  
shows  superior  generalization  performance 
compared  with  other  classification  models  [46].    
NN  has  been  employed  in various  medical  
applications  such  as  coronary  artery  [47],  
Myocardial Infarction  [48],  cancer  [49-50],  
pneumonia [51] and  brain  disorders  [52].    In  
Karkanis  et  al  [50] NN  was  implemented  as  a  
hybrid  with  textual  description  method  to  detect  
abnormalities within the same images with high 
accuracy. 
Partridge  et  al  [53]  listed  several  potential  of  NN  
over  conventional  computation  and manual analysis: 

(i) Implementation using data instead of 
possibly ill-defined rules. 

(ii) Noise and novel situations are handled 
automatically via data generalization. 

(iii) Predictability of future indicator values 
based on past data and trend recognition. 

(iv) Automated real-time analysis and diagnosis. 
(v) Enables rapid identification and 

classification of input data. 

(vi) Eliminates error associated with human 
fatigue and habituation. 

 
III CENTRALIZED DATABASES AND 

WWW 

For  system using AI  techniques, when  the number 
of patients  is high  the system  will produce more  
accurate  results  compared  to  the  system  with  less  
number  of  patients.    The patient’s records are 
valuable information for the knowledge-based system.    
The  current  patients  data would  enhance  and  
strengthen  the  validity  of  the  system  reasoning 
[29].   

Current  enhancements  in  information  technology  
such  as  development  of  information superhighway  
inevitably  encourage  many  organizations  including  
government  to  develop electronic medical  
information  and  make  it available on  the Internet.  
The patients  can use  the information  and  monitor  
their  risk  level  from  their  home  or  office  without  
having  to  consult the  physician  [29].    The Internet 
supports two-ways communications between users 
around the world at minimum cost.   In medical, 
communication  is very  important as new information 
or new discovery  is  the  key  for  the  future  survival  
for  example  [54].    In addition, communications 
helps doctors sharing their knowledge or expertise 
[55]. 
 

IV WEB-BASED MEDICAL 
DIAGNOSIS AND PREDICTION 

The model for Web-Based medical diagnosis and 
prediction consists of  four  components,  they  are  
databases,  prediction  module,  diagnosis  module  
and  user interface.    The databases consist of 
patient’s database and patients-disease database.    
Patients database  will  be  used  to  store  patient’s  
information  such  as  name,  addresses,  and  others 
particulars  details.    Patients-disease database stored 
all the information about patients and their illness.  
The  information stored  in  the database includes  
types of diseases,  the  treatments and other details 
about  the  test and  administering  therapy.   Patients  
information are  separated in a different database to 
enhance the patients records storage, so that other 
departments could use  the  records  when  the  
patients  are  referred  to  them.    This method could 
prevent other departments or unauthorized users from 
accessing the information about patient’s diseases and 
provide a centralized information access for the 
patient’s records. 
Prediction  module  and diagnosis  module  are  two 
of  the  main  features  in  Web-Based Medical 
Diagnosis  and  Prediction.    Prediction  module  
utilizes  neural  networks  techniques  to  predict 
patients  illness  or  conditions  based  on  the  
previous  similar  cases. 
 



 
 
 
 

V APPLICATION OF MACHINE 
LEARNING IN MEDICINE 

ML has made great advances in pharma and biotech 
efficiency. The following table 1 shows application of 
machine learning in medicine. 

 
Table 1 

 
Diagnose diseases Correctly diagnosing diseases takes years of medical training. Even then, 

diagnostics is often an arduous, time-consuming process. In many fields, the 
demand for experts far exceeds the available supply. This puts doctors under strain 
and often delays life-saving patient diagnostics. ML – particularly Deep Learning 
algorithms – have recently made huge advances in automatically diagnosing 
diseases, making diagnostics cheaper and more accessible. 

Develop drugs faster Developing drugs is a notoriously expensive process. Many of the analytical 
processes involved in drug development can be made more efficient with Machine 
Learning. This has the potential to shave off years of work and hundreds of 
millions in investments. 
 

Personalize treatment Different patients respond to drugs and treatment schedules differently. So 
personalized treatment has enormous potential to increase patients’ lifespans. But 
it’s very hard to identify which factors should affect the choice of treatment. ML 
can automate this complicated statistical work – and help discover which 
characteristics indicate that a patient will have a particular response to a particular 
treatment. So the algorithm can predict a patient’s probable response to a particular 
treatment. The system learns this by cross-referencing similar patients and 
comparing their treatments and outcomes. The resulting outcome predictions make 
it much easier for doctors to design the right treatment plan. 

Improve gene editing Clustered Regularly Interspaced Short Palindromic Repeats (CRISPR), specifically 
the CRISPR-Cas9 system for gene editing, is a big leap forward in our ability to 
edit DNA cost effectively – and precisely, like a surgeon. This technique relies on 
short guide RNAs (sgRNA) to target and edit a specific location on the DNA. But 
the guide RNA can fit multiple DNA locations – and that can lead to unintended 
side effects (off-target effects). The careful selection of guide RNA with the least 
dangerous side effects is a major bottleneck in the application of the CRISPR 
system. Machine Learning models have been proven to produce the best results 
when it comes to predicting the degree of both guide-target interactions and off-
target effects for a given sgRNA. This can significantly speed up the development 
of guide RNA for every region of human DNA. 
 

 
VI CONCLUSION 

AI is already helping us more efficiently diagnose 
diseases, develop drugs, personalize treatments, and 
smooth oversee genetic factor. But this is just the 
commencement. The more we digitize and unify our 
medicinal data, the more we can use AI to help us find 
appreciated patterns – patterns we can use to make 
precise, cost-effective judgements in complex 
analytical processes. ML has the probable to 
meaningfully aid medical rehearsal. The future for 
medicine will be better and better.    The  use  of  
computer  and communication  tools  can  change  the  
medical  practice  into  a  better  implementation.  
Consolidation  in  health-care  provider  will  happen  
by  focusing  on  cost  and  later  on  quality  of 
services.    Advancement  in  technology  will  form  
a  platform  for development  a  better  design of  
telemedicine  application.    Telephone line and 

Internet will be the most important tools in medical 
applications. The  main  features  in  medical  
diagnosis  and  prediction  using  artificial  
intelligence  techniques will  make  the  consultation  
to  be  more  interactive. 
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