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ABSTRACT

In the proposed Neuro-fuzzy based model, fuzzy system have been selected to enhance the capability of document retrieval
process. To obtain this, fizzy parameter or variables that can describe main features of the document are the term Frequency
ratio (tfr), Document firequency ratio (dfr), Term frequency (tf), ratio of the number of search terms that occurs in one
document to the length of the search term, Inverse document frequency (idf). In the proposed Neuro-fuzzy model for
Information Retrieval, three fuzzy values have been used which are Low, Medium and High to represent fuzzy linguistic
values. Various membership functions were tested for fuzzy linguistic value to identify the relevancy in document for query
term. The query term is tested in three datasets and computed performance of methods using confiision matrix. The
performance of the proposed model is compared with existing models, such as cosine similarity, L-shape, and S-shape
membership functions. The comparison is based on precision (p), recall (r), and accuracy (a) parameters. Three standard
text datasets, viz. Movie Review, Polarity and ACL IMDB (Large movie review) are used to evaluate the comparative models.
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I INTRODUCTION

Increasing demand of digital information along with
higher productivity and better quality is on a rise in
today’s era. To get on time delivery of updated
information with accuracy, the industry is turning towards
Information and Communication Technology ICT. The
digital documents are growing at a very high rate because
of the extensive usage of clectronic media, social
networking and internet. The contents of the documents
are mainly text, images, and links to name a few. Almost
80% of the contents are represented in the text form
[12]191[71119]. Today Information Retrieval System is a
powerful tool and becoming more and more significant in
various aspects of human life, especially in industrial,
commercial and scientific applications. As a result of
scientific achievements and IT Industry development the
number of information retrieval systems currently in use
for corporate projects are increasing fast. It has become a
must to maintain the same pace for the IR systems too.
However, IR has been evolving ever since and there has
been an increasing interest in developing information
extraction systems, still this area needs to be researched
and fasten a lot. IR systems heavily depend on World
Wide Web www and vice-versa. Web contains an
accumulation of hyperlinks, text and images. Web mining
methods consist of incredible framework utilized for data
extraction. In information extraction, primary task is
query answering (more than question answering) system
and it is the backbone of the Information Retrieval and
Natural Language Processing NLP systems. Natural
language processing tools manage and process the
questions for retrieval of answer in the form of natural
language [1]. The continuous growth in information
technology requires a machine which can handle the
system and extract the information correctly is the need of
the current generation. The initial objective of information
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retrieval system is to assist the users while accessing the
retrieval environment. The major user group of
commercial applications is using a traditional retrieval
process of information which is based on crisp and
Boolean logic model. The traditional system limitation is
a difficulty with dealing uncertain query. The system
should be able to process the uncertain query terms. The
application of fuzzy system is to provide an environment
to handle uncertain data where most of the system failed
to process it. The most essential element of an IR system
is the Textual Archive which consist of textual units
known as Document, and Document Retricval Engine.
The user enters the query with the required document
information. The Document Retrieval Engine searches the
similar document against query term from the knowledge
base and responds with all possible lists of documents
which arc most rclevant for the uscr. Thus, Information
retrieval in general, is the problem of selection of
document information from storage in response to search
questions, i.e., to match the words or other symbols of the
inquiry with those characterizing the individual document
and make the appropriate sclection. NFS (Neuro-Fuzzy
System) and Web Content Mining is natural merging of
two activities of recent research. Sandwiched of NFS can
handle uncertain query and can provide best possible
results. The content mining and World Wide Web can be
explained as discovery and analysis of useful and
essential information from web [18].

II INFORMATION RETRIEVAL SYSTEM

Information Retrieval (IR) is the activity of obtaining
information relevant to an information need from a
collection of information resources. Searches can be
based on metadata or on full-text (or other content-based)
indexing [10]. Enormous growth in data gives genesis to
automated information retrieval systems. These are used
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to reduce the "Information overload". Many universities books, journals and other documents. Web search engines
and public libraries use IR systems to provide access to are the most visible, IR applications [17].
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Fig. 1 Functions of an information retrieval system
>

Information retrieval techniques are extensively used in
various applications on www. Broadly divided into two
categories, namely General applications and Domain
specific applications of information retricval arc listed
below.

e  General applications of information retrieval
are: Digital libraries, Information filtering and
Recommender systems.

e Media search: Blog scarch, Image retrieval,
3D retrieval, Music retrieval, News search,
Speech retrieval and Video retrieval.

e Search engines: Site search, Desktop scarch,
Enterprise search, Federated search, Mobile
search, social search, Web search.

e Domain specific applications of information
retrieval are: Expert scarch finding,
Genomic information retrieval, Geographic
information retrieval, Information retricval
for chemical structures, Information
retrieval in software engineering, Legal
information retrieval and Vertical search.

e Other widely used retrieval methods are:
Techniques in which information retrieval
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techniques  are  employed  include:
Adversarial information retrieval, Automatic

summarization, multi-document
summarization, Compound term processing,
Cross-lingual retrieval, Document

classification, Spam filtering and Question
Answering,

Enterprise applications are: News Tracking,
Customer Care, Data Cleaning, Classified
Ads, Medical, Personal Information
Management and Scientific Applications.
Web oriented applications are: Citation
Databases, Opinion Databases, Community
Websites, Comparison  Shopping Ad
Placement on Web pages and Structured
Web Searches.
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III RELATED WORK

Data mining as a step of the knowledge discovery
process, which can be called with different names,
such as: knowledge extraction, information
discovery, and data pattern processing. Knowledge
discovery is the process of extracting useful
information from data according to the user’s needs.
It is the extraction of interesting patterns from a set
of facts in a databasc [11][13][14]]15].

Text mining is combined with other disciplines, too,
such as information extraction, data mining, machine
learning, text classification, text clustering and
natural language processing. Text analysis relates to
extracting useful information and knowledge from
semi structured data-text that is a combination of
neither completely structured nor completely
unstructured.  Different  information  retrieval
techniques, such as the text index method and the
term weighting mecthod have been developed to
handle these data [11][13][20].

Intelligent Text Analysis is a process which analyses
natural language in documents, e-mail messages and
other free-form text by combining computing power
with human-like intelligence. It tries to derive
meaning from the words and sentences in order to
classify documents, route messages appropriately,
and to create summaries of content at the same time
[11]]13]]16]. Some of the noteworthy contributions
in the literature by various authors are listed below.

(a) Noteworthy Contributions

[24] They showcase the potential of text mining by
extracting published proteint protein, diseasetgene, and
protein subcellular associations using a named entity
recognition system, and quantitatively report on their
accuracy using gold standard benchmark data sets.

[5] Has given technique for acquiring monolingual
sentence level paraphrases from a corpus of
temporally and topically clustered news articles
composed of thousands of web-based information
sources using unsupervised learning. The authors
developed two techniques: (1) simple string edit
distance, and (2) a heuristic strategy that pairs initial
sentences.

[21] Used neural network to support because user
query are most often in the form of a string. In that,
it is a must to keep the record of matching string of
the search key, to find out all the possibilities of the
search key. The algorithm had the problem of
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ambiguity for the scenario where misplaced query
string is same as the other (true) query.

[4] Removed the drawbacks of previous works
which used monolingual parallel corpora to extract
and generate paraphrases. They represented that this
task was done using the concept of victimization
bilingual parallel corpora, a way additional normally
obtainable resource. Victimization alignment
techniques from phrase based, mostly applied math
computational linguistics. Paraphrases in one
language arc often known to employ a phrase in
another language as a pivot. The tendency to outline
a paraphrase likelihood that permits paraphrases
extracted from a bilingual parallel corpus to be
hierarchal victimization translation possibilities.

[3] Introduced an Open Information Extraction
system from the web. Different from ancient
Information Extraction systems that repeatedly
incurred the value of corpus analysis with the
naming of every new relation. Open Information
Extraction, onc-time relation discovery procedurce
permitted a user to call and explore relationships at
interactive  speeds.  They also  introduced
TEXTRUNNER, a completely enforced Open IE
system and demonstrated its ability to extract huge
amounts of high-quality info from a 9 million
website corpus.

[8] Focused on the use of Neuro-fuzzy based
technology for improving the learning capability of
the ranking function. Their methodology has been
categorized in three important phases. Initially
Training for the predicated class label and
Calibration of model. Finally, the calculations of
score using Byes scoring function. They use LETOR
dataset and obtained improved result.

[10] Identified that information retrieval varies from
machine to machine and it becomes difficult to
integrate it meaningfully. As Search Engine
produces hundreds of links, it becomes difficult to
manage and identify the relevant one. They then
developed the semantic web and common
framework that could be reused and shared across
the application. The work focused on concept link of
pages rather than a hyperlink. Suggested to add
Intelligence to the page using Metadata Triples and
XML ontologies Tool.

[23] Present technique to the retrieval of
unstructured data using English grammar semantic.
They introduced an open information extraction



GHnusanz%an- Rabindranath Tagore University Journal Vol. XII/Issue XXIII September-2022

mechanism which is the foundation of question-
answering system.

[22] described the several Rel-grams databases
facilitates several tasks including: (1) Relational
Language Models: it demonstrates a relational
language model which encodes the conditional
probability of relational tuple R, having observed RO
in the k previous tuples. It is used for discourse
coherence, sentence order in summarization, ctc. (2)
Building event template: To cluster commonly co-
occurring rclational tuples and usc them as the basis
for open event templates. (3) Expectation-driven
Extraction: the relational language model provides
the probabilities output, which may be used to
inform an information extractor. The Rel-grams
database is freely available to the research
Let us assume that set of documents D
= {d1, dz, d3 e dN}
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community and it is a useful resource for a wide
variety of NLP tasks.

IV PROPOSED TECHNIQUE

In the proposed neuro-fuzzy based model, fuzzy
system has been selected to enhance the capability of
the document retrieval process. To obtain this, fuzzy
parameter or variables that can describe main
features of the document are the term Frequency
ratio (tfr), Document frequency ratio (dfr), Term
frequency (tf), ratio of the number of search terms
that occurs in one document to the length of the
search term and Inverse document frequency (idf).

and set of term frequency T
={t;, to, t5....... ,tm}

Table 1
Term frequency matrix
D—» Documents
T d, d, d; e | dy
ty | thy | thy || s tiy
DxT = Terms | ¢, tf, th, thhy thy
ty | thy tfy tf133 tfay
tm tfm] tfml tfm3 tme
Where N is the total number of documents in the To simplify the retrieval process it is recommended
corpus and m is the total number of terms in the to pre-process the available document and it should
corpus. be done prior to the start of the document retrieval
process. One of the main pre-processing techniques
tf; is the frequency of i term and j™ document. is indexing. While indexing of document the input is
tF¥1df = therm X (N number of documents /df 1em) and IDF = all the documents in the corpus and the output is an
log (1+D/df}) index that has all the main terms available across all
these documents.
Table 2

Pre-processing and indexing of document

Pre-processing (x)

{for each document (d) in x
{ d = Tokenize(d)
d=Stop-word-removal(d)

d= Normalization(d)
d=stemming(d)

add d to the preprocessed-x}
return (preprocessed-x) }

Indexing (corpus)
{preprocessed-corpus=preprocessing(corpus)
index=an empty file

for each document(d) in the preprocessed-corpus

for each term (t)in d

{if (t in index) then append d to the document list of t
else add a new index entry to index that has t and d
}return(index)} }
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Pre-processing of document and indexing of the corpus is done according to the Table 2.

Table 3

Term occurrence in document

Term Frequency of the term in Document
d; d; ds

System 0 2 2

Industry 1 1 0

Information 3 2 1

ICT 1 0 0

and 2 4 2

Term Occurrence of the term in Document

System d2, d3

Industry di, d2

Information di, d, d3

ICT di

and di, do, d3

Increasing demand of digital information along with higher productivity and better quality, on time
delivery of updated information, the Industry is turning towards Information and Communication

e o e ]

Today Information Retrieval System (IRS) is a powerful tool and becoming more and more significant in
various aspects of human life, especially in Industrial, Commercial and Scientific applications. As a result
of scientific achievements and IT Industry development, the number of information retrieval system
currently in use in corporate projects is increasing fast.

It has become a must to maintain the same pace for the IR systems too. However, IR has been evolving
ever since and there has been an increasing interest in developing information extraction system still this

area needs to be researched and fasten a lot.

The Table 3 shows the occurrence of term in
available document di, d> and ds; for example the
term system is present in document d, and ds.
Further simplification of document can be possible
that is determining the occurrence of the term in its
associated document. Let us assume document d,, d»
and ds contains information are shown in paragraph.
The term frequency given in Table 4 term frequency
pattern can be useful while calculating the fuzzy
score of query terms in the documents.
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V CALCULATION OF SCORE

To calculate the score of documents lets interpret
using the vector space model. To find documents
with higher term frequency and relevancy with a
query can be determined as shown in Table 5. In this
Table weight of query terms have been calculated
which is useful to decide the relevancy of a
document for the selected query term. Weight
calculation is done by multiplying term frequency
with inverse document frequency (idf) to find the
similarity to documents of the corpus.
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It has become a must to maintain the same pace for the IR systems too. However, IR has been evolving
ever since and there has been an increasing interest in developing information extraction system still this
area needs to be researched and fasten a lot.

Table 5
Weight calculation of documents against query
Term Vector Model Based on Wi = tf; * idfi

Query, Q: “Today Information Retrieval System is a powerful tool”

DOCUMENT d:

DOCUMENT d:

DOCUMENT ds

TOTAL DOCUMENT = 3, IDF = log (1+D/df)

Counts, tfi Weights, Wi = tfi * idfi

Term Q d1 d2 ds dfi D/df; IDF Q d1 d2 ds

a 1 0 2 2 4 0.75 0.24 0.24 0 048 0.48

is 1 1 2 0 3 1 0.30 0.30 0.30 0.60 0

tool 1 0 1 0 1 3 0.60 0.60 0 0.60 0

today 1 0 1 0 1 3 0.60 0.60 0 0.60 0

system 1 0 2 2 4 0.75 0.24 0.24 0 0.48 0.48

powerful 1 0 1 0 1 3 0.60 0.60 0 0.60 0

retrieval 1 0 1 0 1 3 0.60 0.60 0 0.60 0

information 1 3 2 1 6 0.5 0.18 0.18 0.54 0.36 0.18

industry 0 1 1 0 2 1.5 0.40 0 0.40 0.40 0
In the proposed Neuro-fuzzy model for Information relevancy in document for query term. Following are
Retrieval, three fuzzy values have been used which the fuzzy membership methods to find the relevancy
are Low, Medium and High represent fuzzy of a document are
linguistic values. Various membership functions Cosine Similarity

were tested for fuzzy linguistic value to identify the

d,- k rv’_ w, jwi k
(D sim(d,,d,) = L= : =L ;
d] dk \/Z i=1 W;J’ \/Z i=1 Wik
S — Shaped Membership Function
0 iftfr<a
2 [(tfr-a)/(b-a)]* if tfr € [a, m)]
2) Relevancy 1- 2 [(tfr-b)/(b-a)]? if tfr € [m, b]
1 iftfr>b
L — Shaped Membership Function
0 iftfr<a
3) Relevancy (tfr-a)/(b-a) if a<tfr<b
1 iftfr>b

In the existing S and L shape membership function based implementation model value a =0.3 and b = 0.7 were used. The
proposed Mamdani triangular membership function model to estimate the relevancy ratio of query term is -

Triangular — Shaped Membership Function

0 iftfr<a

“) Relevancy (tfr-a)/ (m-a) if tfr € [a, m]
(b-tfr)/ (b-m) if tfr € [m, b]
1 iftfr>b
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Linguistic variable range selected for Low from 0.0 to 0.1, Medium from 0.1 to 0.7 and to High above 0.7

0

(tfr-0.1)/ (m-0.1)
3) Relevancy (0.7-tfr)/ (0.7-m)

1

6. Experimental Setup

The proposed triangular membership model based
information retrieval system has been implemented
using python 2.7.3 with three standard dataset viz.
Movie Review, Polarity and ACLIMDB (Large
movie review dataset) are used to evaluate the
proposed model and compare it with existing
models.

VI DATASET DESCRIPTION

e Movie Review Dataset [6] It contains 1000
positive documents and 1000 negative
documents.

o Polarity Dataset [6] It contains 700 positive
documents and 700 negative documents.

if tfr<0.1
if tfre [0.1, 0.4]
if tfre [0.4, 0.7]
if tfr>0.7

e ACLIMDB Dataset [2] It contains 25000
training and 25000 testing documents, the
combination of this dataset contains 50000
documents in which 25000 documents are of
positive category and 25000 are of negative
category.

The proposed model has calculated the term score on
the basis of fuzzy inference rule which defined in a
triangular membership function and retrieve the
similar documents list which are most relevance to
the query.

In experimental work both categories of query have
been tested and retrieved the documents containing
positive and negative class label.

Table 6

Positive query information

Search query=('liked', 'movie', 'good’, 'beautiful') - positive query in movie review dataset

tf-idf=term frequency X log(N/document frequency of term)

Fuzzy Triangular membership function is used

Table 7
Retrieved documents against positive query term

liked cv746 10147 txt 0 0
movie cv746 10147 txt 1.767451736 1
good cv746 10147 txt 1.578048643 1
beautiful cv746 10147.1xt 0 0
Fuzzy Score = | 2
liked cv089 11418.txt 0 0
movie cv089 11418 txt 0 0
good cv089 11418.txt 0.526016214 0.579945953
beautiful cv089 11418.txt 0 0
Fuzzy Score = | 0.579945953
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Fuzzy Score = | 1.50831035

Table 8
Negative query information

Search query=("bad’', 'movie', 'worst', ‘terrible’ ,'awful") — Negative query in movie review dataset

tf-idf=term frequency X log(N/document frequency of term)
Fuzzy Triangular membership function is used

Table 9
Retrieved documents against negative query term
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awful | cv001 18431 txt | o 0
Fuzzy Score = | 0.650045966
bad cv008 29326.txt 0.950476665 1
movie cv008 29326.txt 0 0
worst cv008 29326.txt 0 0
terrible cv008 29326.txt 0 0
awful cv008 29326.txt 0 0
Fuzzy Score= | 1

bad cv698 16930.txt 0.950476665 1
movie cv698 16930.1xt 1.00997242 1
worst cv698 16930.txt 0 0
terrible cv698 16930.txt 0 0
awful cv698 16930.txt 0 0

Fuzzy Score = | 2

List of retrieved documents is shown in Table 7 and
Table 9. Three positive and three negative class
labels have been given for both categories of query
terms.

VII RESULT ANALYSIS

Observations have been made on the set experiment
of proposed Neuro-Fuzzy based IR Model and
evaluation of the query has been done at the same
time. The query term is tested in three datascts and

computed performance of methods using confusion
matrix.

In the Table 10 description of experimental data is
given to verify the correctness (relevancy) of a query
term. In the implementation section both (positive
and negative) category query term is tested and
computed weight as well as fuzzy score of each
term. On the basis of the fuzzy score relevancy of
the document is decided and classifies the query
label (positive or negative) document label (positive
or negative) in certain predicated class.

Table 10
Analysis of query
Query Term Label of Document Level of Fuzzy | Relevancy | Predicated
Query Name Document | Score Class

('liked', 'movie', 'good’',

'beautiful’) Positive | cv746 10147 txt Positive 2 Relevance TP
('liked’', 'movie', 'good’,

'beautiful") Positive | cv089_11418.txt | Negative 0.58 Not FN

Relevance

('bad’', 'movie’', 'worst',
‘terrible’ ,'awful’)

Negative | cv001_18431.txt

Positive 1.65
Relevance FP

('bad’', 'movie', 'worst',
‘terrible’ ,'awful')

Negative | cv090_0042.txt

Negative 0.64 Not TN
Relevance
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Table 11
Binary pattern to representation predicated class of confusion matrix
Query Term Score Relevance Class Label Predicated Class

0 0 0 FP
0 0 1 FP
0 1 0 TN
0 1 1 FP
1 0 0 FN
1 0 1 FN
1 1 0 FN
1 1 1 TP

Table 11. represents the binary pattern of query processed in Table 10. True (or positive) and false (or negative) is
represented by 1 and 0 respectively.

A document relevancy range of triangular membership function is defined as

Not relevance if tfr <0.2
(6) Query Relevancy
Relevance iftfr> 0.7
Table 12
Confusion matrix result for movie review dataset
Computed Data
Method TN FP FN TP
Cosine Similarity 925 75 56 944
S Shape 969 31 63 937
L Shape 940 60 50 950
Triangular 980 20 10 990
Table 13
Confusion matrix result for polarity dataset
Computed Data
Method TN FP FN TP
Cosine Similarity 605 95 108 592
S Shape 651 49 86 614
L Shape 647 53 72 628
Triangular 648 52 67 633
Table 14
Confusion matrix result for ACLIMDB dataset
Computed Data
Method TN FP FN TP
Cosine Similarity 21986 3014 4089 20911
S Shape 21789 3211 3562 21438
L Shape 22112 2885 3352 21648
Triangular 22145 2855 2888 22112
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Table 15
Performance comparison

Method —» Cosine Similarity S Shaped L Shaped Proposed
Dataset (Triangular)

Accuracy Precision Recall Accuracy | Precision Recal | Accuracy | Precision Recal | Accuracy | Precision Recall

1 1

Movie
Review 93.4 92.6 94.4 953 96.7 93.7 94.5 94.1 95.0 98.5 98.0 99.0
Polarity

855 86.2 84.6 91.0 92.2 89.7 90.4 92.6 87.7 91.5 92.4 90.4

ACLIMDB
85.7 874 83.6 87.5 88.2 86.6 86.5 86.9 86.4 88.5 88.7 88.4
100

98

= Accuracy

96 - s
m Precision
m Recall
94
92 ~
90
88 T T T T T T T T

Cosine Similarity S Shaped L ShapedProposed Triangular

Performance In
Percentage

Methods

[

Fig 2. Result Comparisons for movie review dataset

The result of experimental work is shown in Table 15. the proposed and existing methods is given. The proposed
The experimental work has been performed using various work performance is compared and shown in the Fig. 2,
categories of standard dataset. The result computed for Fig. 3 and Fig. 4 consecutively.
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94
92
920
38 m Accuracy
= m Precision
o o 86
g ¥
£ S m Recall
£ £ 84 -
T~
-9
82
80 T T T T : ; ;
Cosine Similarity S Shaped L Shaped Proposed Triangular
Methods
Fig 3. Result Comparisons for polarity dataset
VIII CONCLUSION similarity, S Shaped, L Shaped and the Proposed Method
(Triangular). The proposed method performance is higher
The perfonnance parameters - accuracy, precision in all three cases. Three standard text datasets, viz. Movie
(positive predicated documents against query) and recall Review, Polarity and ACLIMDB (Large movie review)
(relevant documents that have been retrieved over total are used to evaluate the comparative models.
relevant documents) have been compared with the cosine
90
89
88
87 -
%5 m Accuracy
m Precision
= 85 1 w Recall
g %
= S 84
s =
E3
S5 83 4
5 R
R~ 82 |
81 ; . , ; . . ‘ ‘
Cosine Similarity S Shaped L Shaped  Proposed Triangular
Methods

Fig 4. Result comparisons for ACLIMDB dataset
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